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Expert Cognition Benefits Data Analysis

Ø Definition: Meaningful and Intelligence-related info that experts 
know beyond the data.

Ø Example: Human understand the sentiment in product reviews.
This cognition could be applied to enhance the recommendations.

• Understanding of domain knowledge;

• Awareness of conventions;

• Perception of latent relations.
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Model & Incorporate Expert Cognition into ANE

Ø ANE serves as infrastructures of various real-world applications. 

Ø We aim to
• Design a general and concise form of queries to learn expert 

cognition from the oracle while greatly save his/her effort.
• Learn cognition from experts and incorporate it into ANE to

advance downstream analysis algorithms.
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Strategies of NEEC

1) Two steps to find the top K meaningful queries.
a. Find few representative and distinct nodes (in red) as prototypes
b. Iteratively selects K	nodes from the remaining nodes (in blue) 

with the largest amount of expected learned expert cognition.

2) Oracle needs to indicate a node from the prototypes (e.g., j = 1) 
that is the most similar to the queried node i = 5. 
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Strategies of NEEC

3) Answers will be added into the network structure in the form of 
weighted edges, named as cognition edges (red dotted lines).

4) With these cognition edges, different ANE methods can be directly 
applied to the expert cognition informed network to learn 𝐇.
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Experimental Settings

Ø To create the oracle, we randomly sample a certain percentage 
of the entire edges and attributes as the initial attributed 
network.

Ø The remaining data is considered as the cognition of the oracle, 
so he/she answers the queries based on the entire original 
dataset.

Ø Classification on three real-world network.
• BlogCatalog (5,196 nodes)
• Flickr (7,575 nodes)
• ACM (16,484 nodes)
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Experimental Results

Ø NEEC achieves the largest amount of improvements after
querying the oracle K simple questions.

Table 3: The classi�cation performance of di�erent methods on the three datasets in terms of micro-average when d = 100.
BlogCatalog Flickr ACM

Training 10% 25% 50% 100% 10% 25% 50% 100% 10% 25% 50% 100%
Node Num 1,455 2,078 3,118 5,196 2,121 3,030 4,545 7,575 4,616 6,594 9,890 1,6484

K 242 495 1,114 3,092 338 691 1,556 4,316 348 709 1,598 4,435

Initial 0.287 0.359 0.430 0.520 0.261 0.304 0.358 0.432 0.232 0.270 0.319 0.400
RandomPair 0.286 0.358 0.431 0.520 0.261 0.306 0.365 0.435 0.231 0.267 0.317 0.412
LinkPredict 0.287 0.360 0.430 0.523 0.261 0.303 0.359 0.433 0.230 0.278 0.310 0.392
AddKEdges 0.312 0.379 0.462 0.547 0.255 0.312 0.363 0.457 0.258 0.300 0.380 0.508
HiddenEdge 0.298 0.370 0.437 0.529 0.265 0.301 0.363 0.436 0.232 0.275 0.322 0.418
w/o_Bandit 0.295 0.366 0.447 0.556 0.259 0.326 0.368 0.439 0.238 0.265 0.306 0.391
NEEC_Rand 0.317 0.393 0.463 0.558 0.277 0.367 0.433 0.508 0.235 0.288 0.355 0.447
NEEC_Kmed 0.313 0.389 0.469 0.571 0.281 0.364 0.443 0.515 0.242 0.284 0.363 0.445

RandomPair �0.47% �0.27% 0.07% �0.07% 0.04% 0.87% 1.87% 0.64% �0.59% �1.35% �0.63% 3.11%
LinkPredict �0.03% 0.35% �0.07% 0.41% 0.00% �0.36% 0.15% 0.15% �0.80% 2.90% �2.92% �2.09%
AddKEdges 8.43% 5.55% 7.36% 5.14% �2.28% 2.79% 1.20% 5.83% 10.85% 10.96% 19.23% 27.00%
HiddenEdge 3.61% 3.06% 1.52% 1.68% 1.60% �0.80% 1.41% 0.81% �0.26% 1.81% 0.93% 4.56%
w/o_Bandit 2.64% 2.06% 3.82% 6.75% �0.80% 7.43% 2.61% 1.58% 2.30% �2.07% �4.13% �2.17%
NEEC_Rand 10.41% 9.63% 7.69% 7.27% 6.24% 20.87% 20.78% 17.43% 1.07% 6.74% 11.25% 11.66%
NEEC_Kmed 9.03% 8.34% 9.01% 9.67% 7.64% 19.78% 23.60% 19.22% 4.26% 5.16% 13.71% 11.30%

Table 4: The computation time of each iteration in NEEC.
Dataset BlogCatalog Flickr ACM

Average Time (s ) 2.97e�003 8.02e�003 2.28e�002

classi�cation performance w.r.t. micro-average is shown in Table 3.
All of them use the same embedding algorithm in Section 3.5. From
the results, we observe that NEEC outperforms all the baselines
on all the three datasets. For instance, on Flickr, both RandomPair
and LinkPredict have almost no improvement, while NEEC_Kmed
achieves 19.22% improvement comparing with the embedding of
the initial attributed network. Even though AddKEdges performs a
large number of queries, NEEC improves more on BlogCatalog and
Flickr. On ACM, NEEC achieves less improvement. The reason is
that AddKEdges needs to perform up to 9.4 ⇥ 106 queries.

To further investigate the performance of NEEC under di�er-
ent training percentages, i.e., the percentage of data in training
group that has been used, we vary it from 10% to 100%. The results
in Table 3 show that NEEC consistently achieves higher perfor-
mance than all baselines except AddKEdges. For instance, when the
training percentage is 25% on Flickr, NEEC_Rand achieves 20.87%
improvement. It also demonstrates that the prototype-based form
of queries is e�ective in learning expert cognition.

4.3.2 E�ectiveness of Cognition Edge Investigation. To study the
e�ectiveness of the proposed way of transforming expert cognition
into concrete data, we compare NEEC with HiddenEdge, which
models the expert cognition as latent edges. Their performance
in items of di�erent training percentage is summarized in Table 3.
As we can see, HiddenEdge achieves limited improvement. For
instance, NEEC_Kmed achieves 9.67% while HiddenEdge achieves
1.68%, when the training percentage is 100% on BlogCatalog. It
demonstrates the e�ectiveness of the proposed cognition edges.

4.3.3 Prototype Node Selection and �ery Selection Algorithms
Investigation. We provide two algorithms to select the prototype
nodes, i.e., NEEC_Rand and NEEC_Kmed. As shown in Table 3,

NEEC_Rand might achieve slightly better performance when the
training percentage is 10% or 25%. It is because when the number
of nodes is small, the initial information would be too limited to
perform the clustering well in NEEC_Kmed.

To study the e�ectiveness of our contextual bandit algorithm
in query selection, we compare NEEC with w/o_Bandit. The per-
formance with respect to di�erent training percentage is shown
in Table 3. From the results, we �nd that NEEC achieves more im-
provement. For example, on Flickr, NEEC_Rand achieves 17.43%
improvement while w/o_Bandit achieves 1.58% improvement.

4.3.4 E�ectiveness and E�iciency of NEEC Investigation. Up till
now, we have demonstrated the e�ectiveness of each component of
NEEC. The number of queries we performed also demonstrates the
e�ectiveness of NEEC. We summarize the number of queries K and
performance improvement in Table 3. As we can see, NEEC achieves
signi�cant improvement with a small number of queries. For exam-
ple, NEEC_Kmed achieves 19.78% improvement by conducting 691
queries in a network with 3,030 nodes on Flickr.

NEEC is also an e�cient interactive system that could respond
the oracle immediately. The average computation time of each
iteration in NEEC is shown in Table 4. For example, on Flickr,
NEEC needs 8.02 milliseconds to update the system and compute a
new query. It veri�es the e�ciency of NEEC.

4.4 Generalizability Evaluation
We now answer the second question that how general is the expert
cognition learning framework NEEC. We include two network em-
bedding methods, i.e., Spectrum and DeepWalk, and two attributed
network embedding methods, i.e., AANE and LANE, as baselines.

• Spectrum [42]: It performs spectral embedding on the pure
topological structure to evaluate the amount of information
that we have learned in the network space.
• DeepWalk [30]: It makes an analogy between random walks
on a graph and sentences in a document, and embed the
paths via language modeling techniques.


