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ABSTRACT
The graph neural network-based collaborative filtering (CF) models

user-item interactions as a bipartite graph and performs iterative

aggregation to enhance performance. Unfortunately, the aggrega-

tion process may amplify the popularity bias, which impedes user

engagement with niche (unpopular) items. While some efforts have

studied the popularity bias in CF, they often focus on modifying

loss functions, which can not fully address the popularity bias in

GNN-based CF models. This is because the debiasing loss can be

falsely backpropagated to non-target nodes during the backward

pass of the aggregation.

In this work, we study whether we can fundamentally neutral-

ize the popularity bias in the aggregation process of GNN-based

CF models. This is challenging because 1) estimating the effect of

popularity is difficult due to the varied popularity caused by the

aggregation from high-order neighbors, and 2) it is hard to train

learnable popularity debiasing aggregation functions because of

data sparsity. To this end, we theoretically analyze the cause of

popularity bias and propose a quantitative metric, named inverse
popularity score, to measure the effect of popularity in the represen-

tation space. Based on it, a novel graph aggregator named APDA

is proposed to learn per-edge weight to neutralize popularity bias

in aggregation. We further strengthen the debiasing effect with

a weight scaling mechanism and residual connections. We apply

APDA to two backbones and conduct extensive experiments on

three real-world datasets. The results show that APDA significantly

outperforms the state-of-the-art baselines in terms of recommenda-

tion performance and popularity debiasing.
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Figure 1: Left: An illustrative example of popularity bias. The
popular item 𝑖1 aggregates much more nodes in two propaga-
tion steps than the niche item 𝑖2, which results in popularity
bias. Right: Cascading effect in popularity debiasing. Naively
applying a debiasing loss to 𝑖1 and 𝑢2 could also undesirably
reduce the interaction probability between 𝑖2 and 𝑢2 since
the loss will be backpropagated to 𝑖2 in the backward pass of
aggregation to push 𝑖2 away from 𝑢2 as well.
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This is typically achieved by modeling users’ preferences based

on their historical user-item interactions, known as collaborative

filtering (CF) [16, 21, 29]. Among many CF techniques, graph neu-

ral networks (GNNs) have recently received increasing attention

since many recommendation tasks can be naturally modeled as

graphs. These methods often align user-item interactions with a

bipartite graph and exploit high-order connectivity information by

aggregating user and item embeddings [41, 52]. The aggregation op-

eration enables GNN-based CF to learn high-quality user and item

representations and achieve state-of-the-art performances [13, 38].

Despite the encouraging results of GNN-based CF, the aggrega-

tion of GNNs may lead to significant popularity bias. In a typical

recommendation dataset, a small portion of items collects the ma-

jority of the user feedback (popular items), while the rest receive

little feedback (niche items). This long-tailed distribution leads to

a large difference in the number of edges connected to items. For

example, in the left-hand side of Figure 1, popular item nodes (such

as node 𝑖1) aggregate muchmore users/items than niche items (such

as 𝑖2). It is well known that the aggregation makes the node repre-

sentations similar to each other [2]. As a result, those popular items

will be similar to more users in the representation space, and thus

they become the “hub" and tend to have higher rating scores for the

majority of users. The skewed distribution of rating scores could,

in turn, amplify the popularity bias since it may impede future user

engagement with niche items.

To tackle the popularity bias in CF, the existing techniques of-

ten modify loss functions directly or indirectly and can be mainly

divided into three categories [6]. (1) Regularization: these methods

either penalize the correlation between rating scores and item pop-

ularity [35, 54] or apply orthogonal regularization to encourage

user/item embedding irrelevant with each other [8, 39]. (2) Causal
graph: they build a causal graph to analyze the popularity bias and

then eliminate the bias in user-item relevance score calculation

(indirectly) [32, 36]. (3) Inverse propensity score: they upweight the

importance of the ranking loss for the user-niche item pair based

on inverse propensity score [18, 40].

We argue, however, that the loss-based debiasing methods can

not fully address the popularity bias during the GNNs’ aggregation

process. This is because the debiasing loss can be falsely back-

propagated to non-target nodes during the backward pass of the

aggregation, causing a cascading effect, which, on the contrary, may

even reduce the recommendation opportunities for niche items. For

example, on the right of Figure 1, if we apply a debiasing loss to the

𝑖1-𝑢2 pair to decrease their similarity, the representation of 𝑖2 will be

undesirably pushed away from 𝑢2 as well due to the aggregation. In

this case, the popularity bias of 𝑖1 could be beneficial since it helps

the niche item 𝑖2 win more recommendation opportunities. The

above analysis motivates us to mitigate the popularity bias from

the aggregation perspective rather than loss functions. Specifically,

we ask: can we fundamentally neutralize the popularity bias
in the aggregation process of GNN-based CF models?

It is challenging to achieve this goal due to the following rea-

sons. First, before we can mitigate the popularity bias, we need to

accurately estimate the effect of popularity in the representation

space; however, estimating its effect is difficult due to the varied

popularity of the aggregation of high-order neighbors. In a single

aggregation step, even if two items have the same extent of popular-

ity before aggregation, their aggregated representations could have

quite different extents of popularity since they are influenced by

their neighbors. The estimation becomes even more complicated if

we consider multiple aggregation layers (the popularity effect for an

item may differ in each layer) and the fact that the representations

keep changing in the optimization process. Second, even if we can

accurately estimate the effect of popularity, it remains a challenge

to design a learnable aggregator to mitigate the bias. Due to data

sparsity in recommendation data [37], it is shown that an over-

complicated aggregator will lead to overfitting and degrade the

performance [15]. As a result, LightGCN [15] and its variants often

exclude feature transformation and non-linear activation functions.

It is hard to introduce a debiasing mechanism into the aggregator

without increasing the risk of overfitting.

To this end, this work aims to systematically analyze the cause

of popularity bias in GNN-based CF and investigate the mitigation

methods. In particular, we aim to answer the following questions:

(1) How to estimate the effect of popularity given the complex

aggregation of higher-order neighbors? (2) How to effectively miti-

gate the popularity bias in the aggregation process? By answering

these questions, we make the following contributions.

• Through theoretically analyzing the gradient magnitudes,

we show insights into why popular items suffer from pop-

ularity bias. Based on our theoretical findings, we propose

a quantitative metric, named inverse popularity score, to

measure the effect of popularity in the representation space.

• We present a simple yet effective graph aggregator, dubbed

APDA, which adaptively learns per-edge weights to neu-

tralize popularity bias in aggregation. We further propose

a weight scaling strategy and use residual connections to

strengthen the debiasing effect.

• We apply APDA to two representative backbones, Light-

GCN [15] and LR-GCCF [7]. Extensive experiments on three

real-world datasets show that, compared with the state-of-

the-art debiasing methods, APDA significantly reduces the

popularity bias while retaining its ranking performance.

2 PRELIMINARY
We first define the notations used in this paper. Then we introduce

LightGCN [15], one of the most popular GNN-based CF models.

Notations. We represent the historical interactions in recom-

mender systems as a user-item bipartite graph G = (V, E), where
V denotes the union of 𝑚 user nodes U = {𝑣1, 𝑣2, . . . , 𝑣𝑚} and
𝑛 item nodes I = {𝑣𝑚+1, 𝑣𝑚+2, . . . , 𝑣𝑚+𝑛}, and the edge set E de-

notes the observed node connections. Let A ∈ R(n+m)×(n+m)
denote

the binary adjacency matrix of graph G, where A𝑢,𝑖 = 1 when

there is an interaction between user node 𝑢 and item node 𝑖 , and

A𝑢,𝑖 = 0 otherwise. We denote 𝑑𝑢 as the degree of the user node 𝑢,

which is the summation of all the elements in row A𝑢 . A trainable

embedding lookup table E(0) ∈ R(n+m)×t
, where 𝑡 is embedding

dimension, maps user 𝑢 and item 𝑖 from one-hot encoding to dense

vectors e(0)𝑢 and e(0)
𝑖

, respectively. Here, the superscript
(0)

denotes

the initial embedding. Given a target user, the goal is to recommend

top-𝑁 unconnected items that are likely to be clicked by the user.
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Figure 2: A sketch illustration of APDA. Since we normalize the representations, we represent the user/item vector in a two-
dimensional space unit sphere. As more neighbors are aggregated, the sphere volume becomes larger. The shade of the color
represents the popularity effect on item representations. The popularity effect on the central item node declines since the
connected edges are assigned lower weights.

LightGCN. As one of the first GNN-based CF methods, Light-

GCN learns user/item representations following the general mes-

sage passing of GNNs. Specifically, the representations at the 𝑘-th

propagation layer are obtained by

E(𝑘 ) = 𝐻 (E(𝑘−1) ,G), (1)

where 𝐻 is the aggregation function. When 𝑘 = 1, the input is the

initial embedding table E(0) . It is shown that feature transformation

and non-linear activation from the original designs of GCNs may

increase the risk of overfitting and do not contribute to the per-

formance in recommendation tasks [15]. Thus, LightGCN and its

variants use linear embedding propagation, i.e., a simple weighted

sum as the aggregation function:

E(𝑘 ) = ÃE(𝑘−1) , (2)

where Ã = (D− 1

2AD− 1

2 ) and D is the diagonal node degree matrix.

To learn user and item embeddings, LightGCN adopts the pairwise

Bayesian personalized ranking (BPR) loss [27] to maximize the

rating score difference between positive and negative samples with

an 𝐿2 regularization term to avoid overfitting:

L𝐵𝑃𝑅 =
∑︁

𝑢,𝑖∈N(𝑢 ), 𝑗∉N(𝑢 )
− ln𝜎 (𝑦𝑢𝑖 − 𝑦𝑢 𝑗 ) + 𝛾 ∥Θ∥2

2
, (3)

where 𝛾 is a hyperparameter controlling the effect of 𝐿2 penalty;

N(𝑢) is the item set that user 𝑢 has interacted with in the history;

𝑦𝑢𝑖 denotes the inner product of the final representations of user 𝑢

and item 𝑖 , indicating their relevance score; 𝜎 denotes the sigmoid

activation function; Θ are the embeddings of the user and items in

the current batch.

To facilitate understanding, we describe the proposed APDA

mainly with LightGCN as the backbone. Note that APDA is general

and can be applied to other backbones as well. In the experiments,

we have considered another backbone, LR-GCCF [7].

3 METHODOLOGY
We start this section by theoretically analyzing the effect of popular-

ity in GNN-based CF methods and introducing a quantitative metric

to measure the effect of popularity (Section 3.1). Then we present a

simple yet effective aggregator, APDA, to mitigate popularity bias

by adaptively adjusting the per-edge weight in aggregation (Sec-

tion 3.2). Finally, we show how APDA can be applied to GNN-based

CF models using LightGCN [15] as an example.

3.1 Estimating the Effect of Popularity
In what follows, we theoretically analyze how item popularity (i.e.,

the normalized number of item clicks) influences representation

learning. Following the analysis, we propose inverse popularity score,
a quantitative metric to measure the effect of popularity based on

user and item representations. Further, we empirically study the

relationship between inverse popularity score and item popularity.

3.1.1 Effect of Popularity. Intuitively, the inner product between
the user and item representations reflects the effect of popularity

since we often use the inner product to rank items. The BPR training

objective increases the inner products for the positive user-item

pairs while decreasing those of negative pairs. To understand the

effect of popularity, we draw a connection between the extent to

which a user-item pair is being pushed in training and node degrees

with the theorem below. We provide its proof in Appendix A.1.

Theorem 3.1 (Effect of Popularity). Given a self-looped con-
nected graphG with sufficiently large embedding dimension 𝑡 , assume
that we use infinite linear embedding propagation layers with Ã to
train user and item embedding in a full-batch manner. For layer 𝑘 , the
gradient magnitude of BPR loss w.r.t. e(𝑘 )⊤𝑢 e(𝑘 )

𝑖
satisfies the follow-

ing: | 𝜕𝐿𝐵𝑃𝑅

𝜕 (e(𝑘 )⊤𝑢 e(𝑘 )
𝑖

)
| ∝ ∑

𝑚∈O (𝑘 ) (𝑢 ),𝑛∈O (𝑘 ) (𝑖 ) Ã
(𝑘 )
𝑚𝑛

√︁
(𝑑𝑚 + 1) (𝑑𝑛 + 1),

where O (𝑘 ) (𝑢) represents the neighbor nodes within 𝑘 hops of node
𝑢; Ã(𝑘 ) represents repeated multiplication of Ã for 𝑘 times, and Ã(𝑘 )

𝑚𝑛

is the element in the row𝑚 and column 𝑛 of Ã(𝑘 ) .

Theorem 3.1 implies that the speed of item representations mov-

ing towards the user representations is positively correlated to the

degrees of the aggregated nodes in the surrounding subgraphs.

Remark 1 (Hub Effect). The effect of popularity may further
lead to a hub effect. In the optimization, the positive user-item pair
may drag the embeddings of the nodes in the surrounding subgraph
closer to each other. Since popular items appear more frequently in the
subgraph, they will be pushed closer to other nodes. As a consequence,
they serve as the hubs in the subgraph.
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Remark 2 (Symmetric Normalization). Although the symmet-
ric normalization in the standard graph aggregation can mitigate the
impact of node degree during propagation to some extent, it can not
prevent the popular items from obtaining large inner products. This is
because popular items have dense edges connected to a larger number
of neighbors. The weighted sum of aggregated node degrees is still
large, so it will also enlarge the inner product.

3.1.2 Inverse Popularity Score. Based on Theorem 3.1, we estimate

the effect of popularity based on the inner products of the item and

user representations. Specifically, we propose the following metric.

Definition 3.2 (Inverse Popularity Score). Given user and item em-

beddings learned at 𝑘-th layer 𝑒
(𝑘 )
𝑢 and 𝑒

(𝑘 )
𝑖

, the inverse popularity

score 𝑟
(𝑘 )
𝑢𝑖

is defined as:

𝑟
(𝑘 )
𝑢𝑖

= 1 −
e(𝑘 )⊤𝑢 e(𝑘 )

𝑖

∥e(𝑘 )𝑢 ∥2
2
∥e(𝑘 )

𝑖
∥2
2

. (4)

Remark 3 (Normalized User-item Distance). The inverse pop-
ularity score can also be interpreted as the normalized distance be-
tween the user and item representations. Specifically, we can rewrite

𝑟
(𝑘 )
𝑢𝑖

as follows: 𝑟 (𝑘 )
𝑢𝑖

= 1− 𝑒
(𝑘 )⊤
𝑢 𝑒

(𝑘 )
𝑖

∥𝑒 (𝑘 )𝑢 ∥2
2
∥𝑒 (𝑘 )

𝑖
∥2
2

= 1

2
( 𝑒

(𝑘 )⊤
𝑢 𝑒

(𝑘 )
𝑢

∥𝑒 (𝑘 )𝑢 ∥2
2

+ 𝑒
(𝑘 )⊤
𝑖

𝑒
(𝑘 )
𝑖

∥𝑒 (𝑘 )
𝑖

∥2
2

−

2 ∗ 𝑒
(𝑘 )⊤
𝑢 𝑒

(𝑘 )
𝑖

∥𝑒 (𝑘 )𝑢 ∥2
2
∥𝑒 (𝑘 )

𝑖
∥2
2

) = 1

2
∥ 𝑒

(𝑘 )
𝑢

∥𝑒 (𝑘 )𝑢 ∥2
2

− 𝑒
(𝑘 )
𝑖

∥𝑒 (𝑘 )
𝑖

∥2
2

∥2
2
.

Note that rather than directly using the inner product as the

score, we use cosine similarity, which introduces an 𝐿2 normaliza-

tion to eliminate the impact of representation magnitude, i.e., the

denominator ∥e(𝑘 )𝑢 ∥2
2
∥e(𝑘 )

𝑖
∥2
2
. This is because real-world user-item

graphs may not satisfy the connected graph assumption in Theo-

rem 3.1. Geometrically, the inner product is jointly determined by

the euclidean magnitude and cosine similarity of the two represen-

tations. However, when using the BPR loss for training, the user

or item representations may have a growing euclidean magnitude.

In this case, the inner product may not well represent the effect

of popularity but rather be dominated by the large representation

magnitude. In an extreme case, the following proposition suggests

that the unbounded representation magnitude could go to infinity.

Proposition 3.3. Assume that graph G contains two components,
where the small component has one (niche) user and one item node
while other nodes reside in the other component. The optimal repre-
sentation magnitude of the item in the small component is infinite.

The 𝐿2 normalization restricts user/item node representations in

a unit sphere and bounds the score in the range of [−1, 1]. Finally,
we use one subtracted by the cosine similarity as the final score.

Intuitively, the niche items tend to have higher inverse popularity

scores. The score implies how much we should promote an item.

The benefits of estimating the popularity effect based on rep-

resentations are twofold. First, the inverse popularity scores are

adaptively adjusted based on the user and item representations.

Thus, the scores can dynamically fit the representations in each

aggregation layer throughout the training process. Second, this
metric can be generally applied to all the GNN-based CF models.

3.1.3 Relationship between Inverse Popularity Score and Item Popu-
larity. We analyze whether the proposed inverse popularity score
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Figure 3: Inverse popularity score versus item popularity
(normalized number of clicks). We rank items by the ascend-
ing order of the normalized number of clicks and then split
them into 20 equal-size groups, where each split has 5% of
the items.We plot the average of the inverse popularity score
and the normalized number of clicks for each group.

aligns with the actual popularity of the items. Specifically, we re-

trieve the trained item embeddings from LightGCN and rank them

by the ascending order of the normalized number of clicks (which

is defined as the total number of clicks of the item divided by the

maximum total number of clicks across all items in the training

data). Then we split the items evenly, where each group contains

5% of all the items. The inverse popularity score for each item is

computed as the average of all user embeddings. We average the

inverse popularity scores and the normalized number of clicks for

all items in each group. The average inverse popularity scores of

each group on three datasets are scaled using min-max scaling to

fit within the interval [0, 1]. Their relationship is plotted in Figure 3.

We observe that the inverse popularity aligns with item popular-

ity (i.e., the normalized number of clicks), which verifies that the

proposed metric can accurately estimate the effect of popularity.

Note that, while the normalized number of clicks can also imply

the popularity effect [20, 50], it is a fixed value, so it may only be

applicable to trained embeddings. Whereas the proposed metric is

adaptively adjusted based on the current embeddings, and thus it

can estimate the popularity effect throughout the training process.

3.2 Adaptive Popularity Debiasing Aggregator
Figure 2 shows an overview of APDA. We will first introduce how

to enable adaptive per-edge weight based on the proposed inverse

popularity score. Then we discuss how weight scaling and residual

connections can strengthen the debiasing effect.

3.2.1 Adaptive Weight. The key idea is to reweigh the neighboring

nodes during the aggregation process to neutralize the popularity

bias. Specifically, at the 𝑘-th propagation step, we calculate the

inverse popularity scores defined in Eq. (4) using the embeddings

in the current layer. Then we assign the inverse popularity scores

to all the user-item pairs as the weights.

We discuss the effect of this weighting mechanism on popular

and niche items below. On the one hand, popular items gener-

ally get assigned smaller inverse popularity scores, which reduce

the aggregation weights with their 𝑘 hop neighbors. As a result,

the popular items aggregate less information from the high-order
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neighbors, which prevents them from obtaining excessive similarity

with other nodes. On the other hand, niche items are assigned

larger inverse popularity scores, which prioritize their message

passing to other nodes and help them win more recommendation

opportunities. Putting the above two effects together, the adaptive

weights can penalize the popular items and promote the niche items,

which neutralizes the popularity bias in aggregation.

3.2.2 Weight Scaling. When the item popularity difference of neigh-

bors is not large, the inverse popularity score may not be differenti-

ated enough to mitigate the popularity bias. To tackle this problem,

we introduce a weight scaling mechanism to amplify weight dif-

ferences. Specifically, we add exponential function and symmetric

normalization term to further hinder popular item message prop-

agation. The scaled weight for a user-item pair (𝑢, 𝑖) in the 𝑘-th

propagation step is given as

𝑤
(𝑘 )
𝑖𝑢

= 𝑤
(𝑘 )
𝑢𝑖

=
exp(𝑟 (𝑘 )

𝑢𝑖
)

√
𝑑𝑢𝑑𝑖

, (5)

where exp(·) denotes exponential function. Eq. (5) applies to not

only item nodes but also user nodes since user representations may

also suffer from popularity bias due to aggregation. With the scaled

weights, the aggregator aggregates neighbor messages with

e(𝑘+1)𝑢 =
∑︁

𝑖∈𝑁 (𝑢 )
𝑤

(𝑘 )
𝑢𝑖

ê(𝑘 )
𝑖

, (6)

e(𝑘+1)
𝑖

=
∑︁

𝑢∈𝑁 (𝑖 )
𝑤

(𝑘 )
𝑖𝑢

ê(𝑘 )𝑢 . (7)

3.2.3 Residual Connection. The over-smoothing issue of GNNs [2]

can make all representations similar to each other, which will re-

duce the sensitivity of the proposed metric and make our debiasing

strategy less effective. This is because stacking multiple GNN lay-

ers will smooth the locality feature, i.e., users/items residing in

the same subgraph. This long-range dependency modeling may

lead to peripheral nodes being similar. The indistinguishable repre-

sentations will undermine the metric sensitivity since the similar

representation of proximal nodes narrows the range of values for

the inverse popularity score. In an extreme case, if the representa-

tions of all nodes become exactly the same, the inverse popularity

score will collapse to uniform distribution and degrade to the origi-

nal aggregation function. In this case, the proposed aggregator will

not be able to debias based on inverse popularity scores.

To tackle this problem, we add residual connections to enforce

the embeddings not to be closely similar as follows:

ê(𝑘 )𝑢 = e(𝑘 )𝑢 + _e(0)𝑢 , (8)

ê(𝑘 )
𝑖

= e(𝑘 )
𝑖

+ _e(0)
𝑖

. (9)

We have added an initial embedding to the current stepwith a hyper-

parameter _ to balance the importance of self-information and

neighbor representations. This design helps maintain the sensitivity

of the metric.

3.3 Application to LightGCN
This subsection shows how to apply APDA to the existing GNN-

based CF models. We use LightGCN [15] as an example.

For ease of implementation, we can rewrite the aggregator as a

matrix form:

E(𝑘+1) = CÃ(E(𝑘 ) + _E(0) ), (10)

where C = exp(1 − 𝐿2 (·)) is the reweighting function; 𝐿2 (·) rep-
resents row-wise 𝐿2 normalization function. After 𝑘 layers prop-

agation, each user/item obtains 𝑘 embedding outputs. Based on

LightGCN, we encode the structural information and adopt a mean

pooling function to combine the information into the final rep-

resentations: e𝑢 = 1

𝑘+1
∑𝑘
𝑞=0 e

(𝑞)
𝑢 , e𝑖 = 1

𝑘+1
∑𝑘
𝑞=0 e

(𝑞)
𝑖

. The final

representations contain different orders of connectivity. We com-

pute their inner products of them to obtain the final interaction

probability for each user-item pair 𝑦𝑢𝑖 = e⊤𝑢 e𝑖 .

4 EXPERIMENTS
In this section, we conduct extensive experiments to verify the

effectiveness of APDA and understand how it behaves. We aim to

answer the following research questions:

• RQ1:How effective is APDA comparedwith the existing pop-

ularity debiasing methods on different backbones in terms

of accuracy and popularity debiasing?

• RQ2:What are the contributions of different components of

APDA to the overall model performance?

• RQ3: How much performance improvement do popular and

niche items gain compared with popularity debiasing base-

lines over the backbone, and does performance improvement

on either one come at the expense of sacrificing the other?

• RQ4: What are the impacts of different hyper-parameters

on model performance?

Table 1: Detailed datasets statistics.

Datasets User Item Interaction Density

Gowalla 29,858 40,981 1,027,370 0.00084

iFashion 23,405 24,803 378,713 0.00065

Epinions 11,496 11,656 327,942 0.00245

4.1 Datasets
Three public real-world datasets are processed to compare the per-

formances of all the methods: Gowalla, iFashion, and Epinions.

Gowalla1 is collected from a social networking website where

users share their daily check-in locations. iFashion2 is an indus-

trial dataset released by Alibaba, a famous e-commercial website.

Epinions3 comes from a product review website.

We follow previous experimental setting [33, 50] and only re-

serve users and items who have at least ten interactions. For each

user, 70% interacted items are randomly sampled as the training

set, and another 10% is used as the validation set to tune hyperpa-

rameters. The remaining 20 % of interactions are used as the test

set. The detailed data statistics are summarized in Table 1.

1
https://snap.stanford.edu/data/loc-gowalla.html

2
https://github.com/wenyuer/POG

3
http://www.trustlet.org/downloaded_epinions.html
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Table 2: Performances of APDA variants and baselines using the LightGCN backbone, where ↑means the higher the better,
while ↓means the lower the better. The best performance is marked in bold, and the second-best performance is underlined.
N.A. suggests that the model does not learn well and only achieves a marginal improvement over an untrained model.

Methods

Gowalla iFashion Epinions

Recall@20↑ NDCG@20↑ PRU@20↓ Recall@20↑ NDCG@20↑ PRU@20↓ Recall@20↑ NDCG@20↑ PRU@20↓
LightGCN 0.1810 0.1529 0.4960 0.0779 0.0478 0.3096 0.1085 0.0790 0.3968

PC_LightGCN 0.1830 0.1559 0.4804 0.0762 0.0469 0.3045 0.1082 0.0790 0.3902

IPS_LightGCN 0.1795 0.1513 0.4895 0.0851 0.0528 0.2975 0.0990 0.0725 0.3020

Reg_LightGCN 0.1809 0.1538 0.4892 0.0752 0.0459 0.2835 0.1087 0.0798 0.3510

DICE_LightGCN 0.1743 0.1478 0.4780 0.0821 0.0510 0.2723 0.1138 0.0832 0.3156

MACR_LightGCN 0.1749 0.1486 0.4882 0.0615 0.0376 0.2835 0.0873 0.0638 0.3657

AdjNorm_LightGCN 0.1795 0.1527 0.4841 0.0781 0.0479 0.2850 0.1094 0.0803 0.3205

SimGCL 0.1790 0.1483 0.4891 0.0929 0.0582 0.3430 0.1189 0.0867 0.3639

GTN 0.1875 0.1573 0.4981 0.0941 0.0590 0.2931 0.1239 0.0914 0.3286

Improvement(%) +1.68% +2.72% +6.78% +6.06% +5.59% +15.53% +1.78% +1.42% +14.11%

APDA_LightGCN 0.1907 0.1617 0.4456 0.0998 0.0623 0.2300 0.1261 0.0927 0.2594
APDA w/o-AW 0.1886 0.1596 0.4507 0.0612 0.0377 0.2786 0.1192 0.0874 0.3643

APDA w/o-WS N.A. N.A. N.A. N.A. N.A. N.A. 0.0793 0.0540 0.4086

APDA w/o-RC 0.1904 0.1613 0.4479 0.0979 0.0612 0.2408 0.1214 0.0886 0.2902
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Figure 4: The effect of the number of layers on APDA and
LightGCN.

4.1.1 EvaluationMetrics. To estimate model performance w.r.t. top-

𝑁 recommendation, we adopt two widely used metrics: Recall@N

and NDCG@N. To investigate the extent of popularity bias suffered

by models, we adopt PRU@N to calculate the correlation between

item rank and popularity following [39, 50, 54], defined by:

𝑃𝑅𝑈@𝑁 = − 1

|U|
∑︁
𝑢∈U

𝑆𝑅𝐶 (𝑝𝑜𝑝 (𝑖), 𝑟𝑎𝑛𝑘𝑢𝑖 ), (11)

where 𝑆𝑅𝐶 (·, ·) calculates Spearman’s rank correlation between

two lists; 𝑝𝑜𝑝 (·) returns the number of item clicks in the training

set and 𝑟𝑎𝑛𝑘𝑢𝑖 represents item order in the recommendation list.

4.1.2 Competitors. We incorporate the following state-of-the-art

baselines in our comparison. The baselines belong to three groups: i)

Backbone: (1) LR-GCCF [7] excludes nonlinear activation unit and

adds residual network to the original structure. (2) LightGCN [15]

removes burdensome activation unit and enhances model gener-

alization ability. ii) Popularity debiasing: (3) Adjnorm [50] in-

creases the power of normalization term in graph aggregation. (4)

PC [54] post-processes the prediction results to compensate for

niche items being recommended. (5) Reg [54] regularizes the corre-

lation between prediction results and item popularity in training.

(6) MACR [36] performs counterfactual reasoning on the causal

graph to mitigate the popularity bias. (7) DICE [53] disentangles

the popularity and conformity from the user and item embeddings.

(8) IPS [18, 40] lowers the weight of the loss for popular items.

Notably, our model only uses user-item interactions without side

information, e.g., timestamp. We leave out the comparison with

other popularity debasing models such as PD [48], CD
2
AN [8], De-

cRs [32]. iii) Graph-based Collaborative Filtering: SimCGL [42]

is state-of-the-art graph contrastive learning method. It adds uni-

form noise to node representations when generating different views.

GTN [11] adds 𝐿1 normalization and 𝐿2 normalization to the prop-

agation and shrinks the coefficients of unimportant features to 0.

Remarkably, we do not introduce more methods since we aim to

mitigate the impact of the popularity of items instead of solely

pursuing state-of-the-art performance.

Besides, to demonstrate the effectiveness of different compo-

nents of APDA under the LightGCN backbone, we design three

variants. (1) APDA w/o-AW removes adaptive weight to verify the

effectiveness of constructing adaptive messages in GNN popularity

debiasing. (2) APDA w/o-WS drops weight scaling to show the

necessity of its success in controlling the impact of node degree on

model performance. (3) APDA w/o-RC exclude the residual con-

nection to demonstrate its success in improving the whole model

performance and debiasing results.

4.1.3 Hyper-parameter Settings. We implement APDA with

Pytorch and optimize it with Adam optimizer. We apply a grid

search strategy to search optimal hyperparameters based on the

performance on the validation set. The early stopping strategy is

applied, and the threshold is fixed as 50, i.e., no more Recall@20

score improvement for 50 consecutive epochs [33]. This setting

meanswe study the popularity bias when themodel reaches the best

recommendation performance. We tune the residual connection

coefficient _ from {0, 0.1, · · · , 1.0}. The learning rate is set as 0.001,
and the weight decay equals 1𝑒 − 4. The batch size is set as 2048 for

all baselines, and the baseline codes released by the original authors

are utilized to tune hyperparameters, except for the default value
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Table 3: Overall comparison with popularity debiasing baselines under the LR-GCCF backbone.

Methods

Gowalla iFashion Epinions

Recall@20↑ NDCG@20↑ PRU@20↓ Recall@20↑ NDCG@20↑ PRU@20↓ Recall@20↑ NDCG@20↑ PRU@20↓
LR-GCCF 0.1540 0.1301 0.6068 0.0915 0.0562 0.3482 0.1163 0.0837 0.4195

PC_LR-GCCF 0.1516 0.1289 0.5408 0.0910 0.0559 0.3398 0.1172 0.0844 0.4113

IPS_LR-GCCF 0.1480 0.1252 0.5976 0.0634 0.0376 0.3330 0.1074 0.0779 0.3796

Reg_LR-GCCF 0.1508 0.1282 0.6025 0.0920 0.0569 0.3458 0.1179 0.0850 0.4198

DICE_LR-GCCF 0.1552 0.1293 0.4210 0.0619 0.0377 0.2995 0.0940 0.0687 0.3502

MACR_LR-GCCF 0.1466 0.1246 0.4316 0.0818 0.0495 0.2851 0.1046 0.0756 0.3112

AdjNorm_LR-GCCF 0.1537 0.1307 0.5960 0.0923 0.0571 0.3306 0.1168 0.0843 0.4032

Improvement +9.66% +3.90% +22.47% +1.91% +3.33% +18.48% +1.36% +3.06% +7.52%

APDA_LR-GCCF 0.1702 0.1358 0.3264 0.0941 0.0590 0.2324 0.1195 0.0876 0.2878
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Figure 5: The effect of _ magnitude on APDA

and test performance. All models are run repeatedly five times, and

we report the average results.

4.2 Overall Performance (RQ1)
To answer the first question, we compare APDA with all the base-

lines. Table 2 and 3 summarize the performances of all the models in

terms of Recall@20, NDCG@20, and PRU@20 scores on three real-

world datasets on LightGCN and LR-GCCF backbones, respectively.

We have the following observations.

First, directly or indirectly modifying the debiasing loss mitigates

the popularity bias to some extent but sacrifices the recommenda-

tion performance at the same time, including PC, IPS, Reg, DICE,

and MACR. These methods achieve better performance in the PRU

scores than the backbone, showing that the loss function can some-

what alleviate the bias. However, since they do not consider the

key aggregation process, the improvement is marginal. Moreover,

all these methods suffer from a drop in recommendation perfor-

mance. The potential reason is that the debiasing loss prevents

popular node representations from being too similar to other nodes

while the effect is also propagated indiscriminately to non-target

neighbor users/items in the optimization.

Second, debiasing the aggregation generally outperforms debi-

asing the loss in terms of recommendation performance and bias

mitigation. AdjNorm ignores that representation is dynamically

updated in the optimization and only uses the number of clicks to

predefine edge weight. The results show that predefinedweights are

almost incapable of assigning appropriate static weights to further

suppress the bias than APDA.

Third, improving recommendation performance does not neces-

sarily bring gains in mitigating popularity bias. The SimGCL and

GTN are state-of-the-art GNN-based CF models. The results demon-

strate that they only slightly mitigate the bias and even amplify the

bias in some cases.

Fourth, APDA boosts the model performance on two backbones.

APDA differs from other popularity debiasing baselines in that it

considers the unique aggregation mechanism of GNN and performs

adaptive message propagation to mitigate the bias. The APDA rel-

atively achieves +1.68%, +2.72%, +6.78%, +6.06%, +5.59%, +15.53%,

+1.78%, +1.42%, +14.11% over the strongest baselines in three real-

world datasets with respect to Recall@20, NDCG@20, PRU@20

scores under the LightGCN backbone. It demonstrates the effective-

ness of APDA and the rationality of model design.

4.3 Ablation Study (RQ2)
To investigate whether different model components contribute to

the whole model performance, we analyze three variants, i.e, APDA

w/o-AW, APDAw/o-WS, and APDAw/o-RC and show the results in

Table 3. APDA w/o-AW only uniformly aggregates neighbor nodes

and does not learn attention in distinguishing niche neighbors.

Therefore, it weakens the popularity bias to a lesser extent than

APDA. It proves the effectiveness of adaptive weight in mitigating

the popularity bias. APDAw/o-WS removes the weight scaling com-

ponent and performs worse among all variants. It demonstrates the

necessity of weight scaling towards further improving performance

and popularity debiasing. APDA w/o-RC excludes residual connec-

tion, which hurts model performance. APDA takes advantage of the

three components and consistently outperforms the three variants

on three real-world datasets.

4.4 Popular and Niche Item Improvement (RQ3)
In this subsection, we examine the performance gain on the niche

and popular items and investigate whether the improvement of

one group could sacrifice the performance of the other. The item

groups are divided based on the number of clicks in the training
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Table 4: The performance of popularity debiasing methods evaluated on popular and niche item group.

Methods

Gowalla Epinions

Recall@20 NDCG@20 Recall@20 NDCG@20

niche pop niche pop niche pop niche pop

LightGCN 0.0401(+0.00%) 0.3245(+0.00%) 0.0511 0.3892 0.0127(+0.00%) 0.1715(+0.00%) 0.0162 0.2228

PC_LightGCN 0.0594(+48.13%) 0.3048(-6.07%) 0.0750 0.3675 0.0213(+67.72%) 0.1496(-12.77%) 0.0272 0.1976

IPS_LightGCN 0.0503(+25.44%) 0.3119(-3.88%) 0.0643 0.3739 0.0153(+20.47%) 0.1529(-10.85%) 0.0194 0.2000

Reg_LightGCN 0.0396(-1.25%) 0.3234(-0.34%) 0.0503 0.3865 0.0137(+7.87%) 0.1700(-0.87%) 0.0177 0.2215

DICE_LightGCN 0.0469(+16.96%) 0.2992(-7.80%) 0.0594 0.3609 0.0164(-29.13%) 0.1781(+3.85%) 0.0209 0.2303

MACR_LightGCN 0.0593(+47.88%) 0.2898(-10.69%) 0.0753 0.3512 0.0123(-3.15%) 0.1346(-21.52%) 0.0165 0.1773

AdjNorm_LightGCN 0.041(+2.24%) 0.322(-0.77%) 0.052 0.3851 0.0149(+17.32%) 0.1707(-0.47%) 0.0191 0.2220

APDA_LightGCN 0.0508(+26.68%) 0.3306(+1.88%) 0.0647 0.3956 0.0216(+70.08%) 0.1932(+12.65%) 0.0280 0.2479

set. Specifically, we put the top 20% frequently clicked items into

the popular item group and the rest into the niche item group.

We show the recommendation performance of two item groups

on the Gowalla and Epinions datasets under LightGCN backbone in

Table 4. We observe thatmost baselines outperform the back-
bones on niche items on two datasets. The improvement is

mainly due to the fact that all baselines are trying to minimize

the effect of item popularity on the recommendation results and

recommend more unpopular items to users. However, almost all
baselines deteriorate popular item recommendation perfor-
mance and neutralize the performance gain over the niche
item group. This observation suggests that, for graph-based rec-

ommender systems, it is challenging to mitigate the popularity bias

without sacrificing model performance. Interestingly, we find
that our APDA does not sacrifice the performance of the
popular item group. This suggests that APDA can capture user

niche preferences and put items in the appropriate order based

on user preferences. The gap between APDA and the baselines

demonstrates the effectiveness of the proposed aggregator.

4.5 Hyperparameter Sensitivity (RQ4)
To evaluate the impact of different hyperparameters on model per-

formance, we divide vital hyperparameters into two groups.

The first group examines the effects of the number of GNN

layers 𝑘 on APDA and backbone LightGCN. We show Recall@20,

and PRU@20 scores on the Epinions dataset since NDCG@20 scores

exhibit the same trend, and we ignore them to save layout spaces

in Figure 4. We observe that with embedding dimension and layer

number increasing, two models get a recommendation performance

improvement. For PRU scores, LightGCNperformsworse other than

the first layer as layers go deeper. Compared with the backbone,

APDA shows a better capability in controlling the PRU@20 scores

increasing when stacking GNN layers. A possible explanation is

that the model automatically lowers the weight of popular neighbor

weight which drives themodel tomitigate the popularity bias. These

results justify the effectiveness of the model design.

The second group targets to explore the impact of the magnitude

of hyperparameter _ on model performance. We start from 0.1

and increment its value by 0.1 step size on Epinions datasets. The

Recall@20, NDCG@20, PRU@20 scores are reported in Figure 5.

We can observe the performance of APDA continuously increase

before reaching the optimal _. After that, the optimal _ achieves the

best performance across three metrics. It validates the superiority

of APDA. Then the performance keeps relatively stable. Therefore,

it is vital to select an appropriate _ to achieve the best performance.

5 RELATEDWORK
5.1 Popularity Debiasing
Popularity bias widely exists in the recommendation datasets and

is characterized by the fact that popular items dominate the recom-

mendation lists [4, 9, 12, 23, 28, 34]. Regularization is a potential so-

lution whose basic idea is to divert attention from popular items and

push the model to give a more balanced recommendation list. The

LapDQ [35] regularize promotes diversity by adding the regulariza-

tion terms on the item distances. INRS [19] applies the mean-match

approach to correct the popularity bias to make less preferred and

more diverse items recommended. Causal graphs can also be ap-

plied to understand and mitigate bias [32, 36, 48, 51, 53]. CausE [1]

tries to adopt an unbiased method. A tricky finding claims that not

all popularity bias will deteriorate performance. Accordingly, a new

paradigm is proposed to remove the confounding popularity bias in

model training [48]. Based on that, subsequent papers attempted to

tackle this problem by considering the interaction timestamp and

disentangling users’ interests. Driven by casual effects, MPCI [14]

is designed to eliminate the direct causal path from the popularity

bias to the prediction. However, the existing debiasing methods do

not target the aggregation process and may not fully address the

popularity bias in GNN models.

5.2 GNN-based Recommender System
Deep learning based recommender systems reply on well-learned

representations to predict interactions [45]. GNNs have shown

this ability due to aggregating the information from neighboring

nodes [3, 5, 10, 17, 46, 47, 49]. The propagation layers explicitly

utilize the high-order connectivities in the user-item integration

graph [33]. LightGCN further simplifies the architecture of the net-

work by removing the transformation and non-activation parts [15].

NIA-GCN captures the relationships between pairs of neighbors

at each layer [30]. After that, UltraGCN points out that multiple
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stacks of layers might suffer from over-smoothing. They claim that

skipping the explicit message passing and directly approximating

the limit of infinite layers can lead to a more effective and efficient

performance [25]. As self-supervised learning is gaining increasing

popularity, it is also brought into the recommendation domain. To

cope with the sparsity of the matrix and the noises in interactions,

SGL [37] jointly employs the classic loss function and the addi-

tive contrastive objective through randomly constructing multiple

sub-graphs. Subsequently, NCL [24] takes both the graph struc-

ture and the semantic space into account to capture potential node

relatedness. Both methods improve the robustness of the model.

DirectAU [31] analyzes the importance of the alignment and uni-

formity properties, i.e., representations of related positive pairs

should be close to each other, and other instances should randomly

scatter. Despite these efforts, they do not systematically tackle the

popularity bias in the aggregation process. Our APDA can be com-

bined with the existing GNN-based models to help neutralize the

popularity bias.

6 CONCLUSION AND FUTUREWORK
In this work, we study the problem of how to neutralize the popu-

larity bias in the aggregation process. We first theoretically analyze

the cause of the popularity bias, i.e., the effect of item popularity,

from the perspective of the gradient magnitude. Then we corre-

spondingly propose a quantitative metric, named inverse popularity

score, to measure the effect. We conduct empirical analysis and

observe that the score aligns with the normalized number of item

clicks. Based on the metric, we develop a novel graph aggregator

which consists of three components: adaptive weight, weight scal-

ing, and initial residual connection. We implement the APDA with

two backbones. Extensive experiments verify the effectiveness of

APDA. Our future work will explore popularity debiasing in view

of enhancing data quality, given that the model effectiveness is

contingent on utilizing appropriate training data [43, 44].
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A PROOFS
A.1 Proof of Theorem 3.1
To prove Theorem 3.1, we incorporate the entry limit of Ã(𝑘 )

𝑢𝑖
for

self-looped connected graph G when stacking infinite GNN layers:

lim

𝑘→+∞
Ã(𝑘 )
𝑢𝑖

=

√︁
(𝑑𝑢 + 1) (𝑑𝑖 + 1)
2|E | + |N | . (12)

The relevance score of 𝑦𝑢𝑖 using last layer output is computed as:

𝑦𝑢𝑖 = ( lim

𝑘→+∞

∑︁
𝑚∈U∪I

Ã(𝑘 )
𝑢𝑚𝑒

(0)
𝑚 ) ( lim

𝑘→+∞

∑︁
𝑛∈U∪I

Ã(𝑘 )
𝑖𝑛

𝑒
(0)
𝑛 ). (13)

The relevance score of the randomly sampled negative items is

unknown. And we take the expectation term of the relevance score

with equal sampling probability distribution 𝑃𝐼 ( 𝑗) = 1

| I | and for

the sake of simplicity, interactions between the user and relevant

items are not removed. Then the BPR loss is calculated as:

L𝐵𝑃𝑅 = −
∑︁

𝑢,𝑖∈N(𝑢 )
ln𝜎 (𝑦𝑢𝑖 − E𝑗∼𝑃𝐼 [𝑦𝑢 𝑗 ])

≈ −
∑︁

𝑢,𝑖∈N(𝑢 )
ln𝜎 (𝑦𝑢𝑖 −

∑︁
𝑗∈I

𝑦𝑢 𝑗

|I | ) . (14)

Given that the embedding dimension is of sufficient large size,

perfect node embedding pair training is achieved. That is to say, the

optimization of any node embedding pair is independent [22, 26].

Thus, it suffices to consider only the inner product of the target

node embedding pair, treating the remaining pairs as constants

denoted by 𝑐 . Then we combine Eq. (13)(14) and select loss terms

related to the target node embedding pair. The BPR loss related to

(e(0)𝑢 , e(0)
𝑖

) is updated as:

L𝐵𝑃𝑅 (e(0)𝑢 , e(0)
𝑖

) ≈ −
∑︁

(𝑚,𝑛) ∈E
ln𝜎 (

e(0)⊤𝑢 e(0)
𝑖

√︁
(𝑑𝑢 + 1) (𝑑𝑖 + 1)

(2|E | + |N |)2

∗
[(
√︁
(𝑑𝑚 + 1) (𝑑𝑛 + 1) −

∑
𝑗 ∈I

√
(𝑑𝑚+1) (𝑑 𝑗+1)
|I | )]

(2|E | + |N |)2
+ 𝑐).

(15)

Based on it, the gradient magnitude of BPR loss for inner product

of node embedding pair (e(0)𝑢 , e(0)
𝑖

) is calculated as follows:

| 𝜕𝐿𝐵𝑃𝑅

𝜕(e(0)⊤𝑢 e(0)
𝑖

)
| = |

∑︁
(𝑚,𝑛) ∈E

(𝑦𝑚𝑛 − 1)
√︁
(𝑑𝑢 + 1) (𝑑𝑖 + 1)
(2|E | + |N |)2

∗
(
√︁
(𝑑𝑚 + 1) (𝑑𝑛 + 1) −

∑
𝑗 ∈I

√
(𝑑𝑚+1) (𝑑 𝑗+1)
|I | )

(2|E | + |N |)2
|

∝
√︁
(𝑑𝑢 + 1) (𝑑𝑖 + 1),

(16)

where 𝑦𝑚𝑛 represents the interaction probability of user 𝑚 and

item 𝑛, which is shared for all node embedding pairs. Viewed this

way, the speed at which any user-item embedding pair is pushed is

proportional to their node degrees. And the node representation at

layer 𝑘 is the aggregated sum of node embeddings in 𝑘 hops. Since

each node embedding pair is independent, the gradient magnitude

of BPR loss for e(𝑘 )⊤𝑢 e(𝑘 )
𝑖

is defined as:

| 𝜕𝐿𝐵𝑃𝑅

𝜕(e(𝑘 )⊤𝑢 e(𝑘 )
𝑖

)
| ∝

∑︁
𝑚∈O (𝑘 ) (𝑢 ),𝑛∈O (𝑘 ) (𝑖 )

Ã(𝑘 )
𝑚𝑛

√︁
(𝑑𝑚 + 1) (𝑑𝑛 + 1)

(17)

A.2 Proof of Proposition 3.3
We give the proof in the case of the niche item. We use e(0)𝑚 and e(0)𝑛

to represent the user and item embedding in the small component.

Define the vector v as the negative direction of the large component.

The vectors along the direction have a negative relevance score with

nodes in the large component. The e(0)𝑚 and e(0)𝑛 could be pushed

away from nodes in the large component along the direction vwhen
optimizing the BPR loss since they are not connected to nodes in

the large component. And the larger the magnitude, the smaller the

relevance score and BPR loss. We have the optimal representation

e(0)∗𝑛 = lim𝑙→+∞ 𝑙 · v.
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