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Abstract—To reduce the transmission cost of blockchain con-
fidential transactions, we propose SymmeProof, a novel com-
munication efficient non-interactive zero-knowledge range proof
protocol without a trusted setup. We design and integrate two
new techniques in SymmeProof, namely vector compression and
inner-product range proof. The proposed vector compression
is able to reduce the communication cost to log(n) for n-
size vectors. The proposed inner-product range proof converts
a range proof relation into an inner-product form, which can
further reduce the range proof size with the vector compression
technique. Based on these two techniques, SymmeProof can
eventually achieve a log(n)-size range proof. The proposed
SymmeProof can be used in many important applications such
as blockchain confidential transactions as well as arguments for
arithmetic circuit satisfiability. We evaluate the performance of
SymmeProof. The results show that SymmeProof substantially
outperforms representative methods such as Bulletproofs in the
proof size without a trusted setup.

Index Terms—Blockchain, privacy preservation, confidential
transactions, zero-knowledge argument, range proofs, Bullet-
proofs.

I. INTRODUCTION

Blockchain-based cryptocurrencies can avoid tampering at-
tempts from minority attackers by maintaining a copy of
all transactions at distributed participants. Among all the
implementations, Bitcoin [1] is the first fully decentralized
cryptocurrency, which requires all details of transactions for
validation. Although Bitcoin can provide some weak anonymi-
ty by using many identities (pseudonyms), the amount of mon-
ey transferred in transactions (i.e., confidentiality) is public to
everyone. This serious limitation makes Bitcoin unsuitable for
confidential scenarios, such as a second-price auction which
requires confidentiality to incentivize truthful bidding.

To this end, confidential transactions (CT) [2], [3] use
homomorphic commitments to hide amounts. In order to sup-
port public verifications on the transactions, zero-knowledge
proof or zero-knowledge argument techniques1 can be applied
by conducting verifications on the confidential transactions
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1Precisely, zero-knowledge proofs (with statistical soundness) are different

from zero-knowledge arguments (with computational soundness). In this
paper, we only discuss “arguments” and use “proofs” and “arguments” inter-
changeably since “proofs” cannot have communication less than the witness
size, which makes “proofs” impractical in most real-world applications.

(commitments). Some current CT zero-knowledge argument
(e.g. zero-knowledge succinct non-interactive argument of
knowledge, zk-SNARK) requires a trusted setup [4], [5], [6].
The security of these protocols is based on the assumption that
the setup is performed properly. Zk-SNARK can be further
improved by replacing the costly setup with an updatable and
universal setup [7], such as Sonic [8], PLONK [9], and Lunar
[10]. However, the universal setup is still not practical without
a trusted third party, which breaks the decentralized property
of the blockchain systems. The zero-knowledge scalable and
transparent argument of knowledge (zk-STARK) [11] can
reduce the trusted setup procedure and has many promising
applications in cryptocurrencies. Unfortunately, the proof size
of zk-STARK is much larger than existing approaches. As the
proofs need to be transmitted over the whole network and
stored for a long time, zk-STARK incurs high communication
and storage overhead.

To improve the efficiency of zk-STARKs while reducing
the trusted setup (transparent zk-STARKs), Supersonic [12]
is proposed. With a new µ-multivariate polynomial com-
mitment scheme, the proof size of Supersonic is reduced
to O(µ log(n)). Dory [13] reduces the prover’s time com-
plexity in Supersonic but incurs a larger proof size. Fractal
[14] further enables the post-quantum property in transparent
proofs. Bootle et al. [15] present another “two-set splitting”
technique for vector compressing which can reduce the size
of an inner-product argument to 6 log(n) for arithmetic cir-
cuit satisfiability. Bulletproofs protocol [16] further leverages
Bootle’s vector compressing idea and applies to range proofs.
By simultaneously dealing with three elements, a more com-
pressed inner-product argument with 2 log(n) size is proposed.
Besides, since Bulletproofs protocol optimizes the underly-
ing range proof technique of blockchain, it is compatible
with current application-level compression approaches such
as Mimblewimble [17], [18]. Though the verification time
of Bulletproofs is polynomial which is less efficient than
some zk-SNARK approaches, Bulletproofs protocol is built
on the falsifiable2 discrete logarithm assumption. Based on
the result from Gentry and Wichs, “there is no black-box
reduction security proof for any (zk-)SNARK under falsifiable
assumptions” [19], which implies poly-logarithm verification
is impossible for Bulletproofs.

Our goal is to design more efficient protocols for range
proofs without a trusted setup, which significantly reduces
the cost of transmission and storage. Specifically, we aim to

2A cryptographic assumption is falsifiable if it can be modeled as a game
between an adversary and an efficient challenger which the challenger can
finally determine whether the adversary won the game [19].
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reduce the size of range proof, which could eventually make
CT techniques practical in the real-world applications such as
cryptocurrencies.

In this paper, we propose SymmeProof, a logarithmic-size
honest verifier zero-knowledge range proof argument. Com-
paring with the previous logarithmic-size Bulletproofs, the size
of SymmeProof is only half of the Bulletproofs under the same
setting. SymmeProof has perfect completeness, perfect honest
verifier zero-knowledge, and computational soundness (based
on challenge space size and discrete logarithm assumption).
Meanwhile, it preserves most of advantages of Bulletproofs,
such as reducing setup procedures, aggregating multiple proof-
s, and is compatible with other compression techniques [20],
[18]. Furthermore, SymmeProof can also be generalized to
other applications such as arithmetic circuit satisfiability. We
summarize our contributions as follows:

• Vector compression. We analyze the techniques in Bullet-
proofs and propose a more compact vector compression
technique based on randomization and quadratic residue,
which can reduce the size of existing proofs by half.
Based on this technique, we construct inner-product ar-
guments with only log(n) communication cost.

• Fewer challenges. We propose a new technique that can
convert range proofs to an inner-product form with fewer
challenges. Comparing with the existing range proof
protocol (e.g., Bulletproofs), our technique can reduce
the communication size in interactive scenarios and the
computational cost (hash function) in non-interactive s-
cenarios.

• Combination of techniques. We combine our proposed
techniques to build a range proof protocol named Symme-
Proof, which can significantly reduce the communication
cost (log(n) proof size) without a trusted setup. We also
compare SymmeProof with the state-of-the-art methods
and evaluate its performance.

• More applications. We discuss describe the generalization
of SymmeProof to many important applications such as
multi-party computation protocol and arithmetic circuit
satisfiability. As a matter of fact, since SymmeProof
optimizes the underlying vector compression techniques,
it can be applied to most of today’s vector argument,
inner-product argument, and range proof applications to
improve their performances.

The rest of this paper is organized as follows. Section
II present some related work and background knowledge of
range proofs and zero-knowledge arguments. In Section III, we
analyze Bulletproofs and present our new techniques. Based
our new ideas, we construct inner-product arguments and range
proofs in Section IV and Section V respectively, and further
build SymmeProof, a logarithm-size range proof protocol in
VI. Evaluations are conducted in Section VII. We discuss
SymmeProof in general settings and further applications in
Section VIII. Finally, we conclude this paper in Section IX.

II. PRELIMINARIES

A. Related Work

Range proof. To keep the amount of transactions as a secret,
confidential transactions [2] hide the input and output amounts
in Pedersen commitments and encapsulate zero-knowledge
proofs to ensure (1) all the inputs and outputs are positive,
and (2) the sum of inputs equals outputs. The requirements can
be converted into range proofs to show the secret (amount or
sum) lies in a range [16], [21], [22]. Today’s implementations
(e.g. Provisions protocols [23]) heavily rely on range proofs to
avoid malicious transactions, which becomes a bottleneck of
the protocols since they have a O(n) proof size. For instance,
records in Provisions protocol (about 2 million accounts)
contain proofs of 18GB. More than 70% space (about 13GB)
is used for range proofs.

Mimblewimble [17] explores the fact that the difference
between outputs, inputs, and transaction fees should be 0 for
a valid transaction. Therefore, by regarding an ECDSA public
key as a commitment to 0, the verifier can use the public
key as the signature of the difference. This idea reduces the
transmission of scriptSig (the signatures of unspent transaction
outputs) as well as the proof size. A further improvement
[18] presents a blockchain compression technique which only
contains some block headers and unspent addresses (outputs).
Meanwhile, verifiers can also verify the entire blockchain
without having spent addresses. Though Mimblewimble can
compress the blockchain to reduce the size, the proof size is
still linear.

Bootle et al. propose a vector compression technique for
arithmetic circuit satisfiability [15], which can reduce the size
of a vector argument to 2 log(n). By adopting this technique
in the inner-product argument, the proof size is reduced to
6 log(n) (individually dealing with the two vectors and their
product, which is three times of a single vector argument).
Motivated by Bootle’s idea, Bulletproofs protocol [16] simulta-
neously deals with vectors and the product in an inner-product
argument and reduces the range proof size to 2 log(n). Since
these approaches optimize the range proof technique, they can
work with Mimblewimble to build a more practical blockchain
which significantly reduces the size of the Bitcoin network.

Zero-knowledge argument. To enable the programmability
of Bitcoin, Ethereum [24] adopts the idea of smart contract
to support complex transactions for different applications.
For some privacy-related scenarios, a non-interactive zero-
knowledge (NIZK) technique can be used to protect the
users’ inputs [25], [26], [27], [28], [29], [30], [31]. However,
the communication and computation cost makes NIZK not
suitable for smart contracts since the communication over
the blockchain network is expensive and the computational
power is limited. A further improvement, zero-knowledge
succinct non-interactive argument of knowledge (zk-SNARK)
[5], [6], can reduce the communication and computation cost.
Unfortunately, some zk-SNARK techniques require a trusted
setup. The cost of a trusted setup is also significant. For
instance, HAWK [32] with zk-SNARK technique needs a
trusted third party, or a costly multi-party computation to
generate long common reference strings for different smart
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contracts.
The trusted setup can be replaced with a universal setup:

a one-time setup for any computations [7], which is used in
Sonic [8], PLONK [9], and Lunar [10]. These systems com-
bine a reduction of circuit satisfiability (for the probabilistic
tests of polynomials) with polynomial commitment schemes to
build SNARKs. The polynomial commitment scheme’s setup
also needs to be trusted, but can be updated and reused for
any computations, which only needs to be performed once.
However, these systems still need to involve a trusted party to
perform the setup (at least once).

One can fully reduce the setup by adopting scalable com-
putational integrity (SCI) [33] or zero-knowledge scalable and
transparent argument of knowledge (zk-STARK) [11] with
succinct proofs and efficient verifiers. Zk-STARK uses public
and random parameters to generate proofs, which completely
removes the need for a trusted third party or a costly multi-
party computation. Furthermore, the proofs with zk-STARK
can be extended to quantum-secure range proofs (using ElGa-
mal commitments instead of Pedersen commitments), which
have a longer life cycle than those under discrete logarithm
settings (can resist potential attacks from quantum computers).
Though zk-STARK is promising, its limitation is also obvious:
the proof size is too large which makes it impractical to be
applied to most blockchain applications. Comparing with a
288B zk-SNARK proof, zk-STARK requires 45KB to 200KB
storage, which is more than 160 times of zk-SNARK.

Supersonic uses a new polynomial commitment scheme
for µ-multivariate polynomials [12] based on the Diophantine
Arguments of Knowledge (DARK) proof system [34]. The
commitment scheme can fully remove the trusted setup with
class groups of an imaginary quadratic order. Supersonic
can build O(µ log(n))-size proofs which are verifiable in
O(µ log(n)) time. The size can be less than 10% of the
STARK’s proof size. However, Block et al. identify a gap in
the soundness proof of DARK and modify DARK to overcome
the gap [35]. Recently, Bünz and Fisch derive a tight upper
bound on the Schwartz-Zippel lemma to fill the gap [36].

Compressing the secret can also reduce the proof size of zk-
SNARK [16]. Revealing the witness of a compressed secret
is sufficient to convince the verifier about the validity of the
original secret [37]. Bootle et al. leverage this idea to compress
an n dimensional vector to n/2 dimensions and recursive-
ly reduce to 1 size with 2 log(n) additional transmissions.
Furthermore, they adopt the compression technique to build
inner-product arguments for arithmetic circuits satisfiability
with 6 log(n) size [15]. Motivated by Bootle’s compression
idea, Bulletproofs protocol optimizes Bootle’s inner-product
arguments to build range proofs with 2 log(n) size [16].
Though the verification time of Bulletproofs (O(n)) is longer
than Supersonic, its proof size is only 10% of Supersonic’s
proof size.

The compression technique can efficiently generate small-
size proofs without the trusted setup. In this paper, we also
discuss new compression techniques to generate proofs which
has much smaller size than both Bootle’s proofs and Bullet-
proofs.

B. Pedersen Commitment

Definition 1. Commitment [16]. A non-interactive commit-
ment scheme is a pair of probabilistic polynomial time al-
gorithms, (CGen,Com). CGen is a setup algorithm which
generates a commitment key ck ← CGen(1λ) with a secure
parameter λ. Comck is a commitment algorithm which maps
from the message space Mck and randomness space Rck to
the commitment space Cck, Mck × Rck → Cck (Mck, Rck, and
Cck are defined by ck). For a message m ∈ Mck, we can
uniformly pick a random r ∈ Rck and compute the commitment
c = Comck(m, r) ∈ Cck.

For simplicity, we use Com to represent Comck.

Definition 2. Hiding Commitment [16]. A non-interactive
commitment scheme (CGen,Com) is a hiding commitment if
it reveals no information about the committed message. For all
non-uniform polynomial time stateful interactive adversaries
A, there exists a negligible function µ(λ) such that∣∣∣∣∣∣P

A(c) = b

∣∣∣∣∣ck← CGen(1λ); r ← Rck;
(m0,m1) ∈ M2

ck ← A(ck);
b← {0, 1}; c← Com(mb, r)

− 1

2

∣∣∣∣∣∣ 6 µ(λ).

The scheme is perfectly hiding when µ(λ) = 0.

Definition 3. Binding Commitment [16]. A non-interactive
commitment scheme (CGen,Com) is a binding commitment
if a commitment can only be opened to one message. For all
non-uniform polynomial time stateful interactive adversaries
A, there exists a negligible function µ(λ) such that

P

[
Com(m0, r0) = Com(m1, r1)
∧ m0 6= m1

∣∣∣∣∣ ck← CGen(1λ);
(m0, r0,m1, r1)←A(ck)

]
6µ(λ).

The scheme is perfectly binding when µ(λ) = 0.

Definition 4. Pedersen Commitment [16]. A Pedersen com-
mitment ensures the security based on discrete logarithm
assumptions. Mck,Rck = Zp,Cck = G of order p.

CGen : g, h← G
Com(m, r) = gmhr.

Definition 5. Pedersen Vector Commitment [16]. A Pedersen
vector commitment also ensures the security based on discrete
logarithm assumptions. Mck = Znp ,Rck = Zp,Cck = G of
order p.

CGen : g = [g1, · · · , gn]← Gn, h← G

Com(m, r) = hr
n∏
i=1

gmi
i = gmhr.

The Pedersen vector commitment is perfectly hiding and
computational binding under the discrete logarithm assump-
tion. Specifically, the commitment scheme is binding un-
der the assumption that a prover cannot find a non-zero
vector (r,m1, · · · ,mn) such that hr

∏n
i=1 g

mi
i = 1. The

(r,m1, · · · ,mn) is also known as a non-trivial discrete log-
arithm relation for (h, g1, · · · , gn). In some cases that hiding
is not required, we can ensure binding by setting r = 0.
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C. Zero-Knowledge Argument of Knowledge
Let R be a relationship that defines a language in NP. w is

called a witness for a statement u if (u,w) ∈ R.
We consider a prover P and a verifier V , both of which

are probabilistic polynomial time interactive algorithms. When
P and V are interacting on inputs s and t, the transcript
produced by them is denoted by tr ← 〈P(s),V(t)〉. We write
〈P(s),V(t)〉 = b depending on whether the verifier rejects
(b = 0), or accepts (b = 1).

Definition 6. Argument of Knowledge [16]. (P,V) is an
argument of knowledge for the relationship R if perfect
completeness and computational witness-extended emulation
(defined as follows) hold.

Definition 7. Perfect Completeness [16]. (P,V) has perfect
completeness if for all non-uniform polynomial time stateful
interactive adversaries A:

P

[
〈P(u,w),V(u)〉 = 1
∨ (u,w) 6= R

∣∣∣∣∣ (u,w)← A(1λ)

]
= 1.

Definition 8. Computational Witness-Extended Emulation
[16]. (P,V) is computational witness-extended emulation if
for all deterministic polynomial time P∗ there exists an ex-
pected polynomial time emulator E such that for non-uniform
polynomial time stateful interactive adversaries A there exists
a negligible function µ(λ) such that:∣∣∣∣∣∣∣
P
[
A(tr) = 1

∣∣∣(u, s)← A(1λ); tr ← 〈P∗(u, s),V〉]−
P

[
A(tr) = 1 ∧

(tr is accepting⇒ (u,w) ∈ R)

∣∣∣ (u, s)← A(1λ)
(tr, w)← EO(u)

] ∣∣∣∣∣∣∣ 6 µ(λ),

where O = 〈P∗(u, s),V(u)〉. The oracle called by EO can
rewind to a specific point and resume with fresh randomness
for the verifier from this point onwards.

Definition 9. Public Coin [16]. (P,V) is called public coin
if all messages sent from the verifier to the prover are directly
and uniformly chosen at random, and are independently of
the prover’s message, i.e., the challenges correspond to the
verifier’s randomness ρ.

An argument is zero-knowledge if it does not leak informa-
tion about w except what can be inferred from the truth of the
statement. We will present arguments that have special honest-
verifier zero-knowledge, which means that given the verifier’s
challenge values in advance, it is possible to efficiently simu-
late the entire argument without knowing the witness.

Definition 10. Perfect Special Honest-Verifier Zero-
Knowledge [16]. A public coin argument (P,V) is perfect
special honest-verifier zero-knowledge (SHVZK) for R if there
exists a probabilistic polynomial time simulator S such that
for all interactive non-uniform polynomial time adversaries A

P

[
(u,w) ∈ R ∧ A(tr) = 1

∣∣∣ (u,w, ρ)← A(1λ);
tr ← 〈P(u,w),V(u; ρ)〉

]
=P

[
(u,w) ∈ R ∧ A(tr) = 1

∣∣∣ (u,w, ρ)← A(1λ);
tr ← S(u, ρ)

]
,

where ρ is the public coin randomness used by the verifier.

Lemma 1. Forking Lemma [16]. Let (P,V) be a public coin
interactive protocol with (2k + 1) moves. Let (n1, · · · , nk)-

tree be an extraction tree of accepting transcripts that can
be efficiently built by distinct challenges and E be a witness
extraction algorithm that always succeeds in extracting a wit-
ness from an (n1, · · · , nk)-tree in probability polynomial time.
Suppose

∏k
i=1 ni is bounded by a polynomial in the security

parameter λ. Then (P,V) has witness-extended emulation.

The proof of Lemma 1 can be referred to [15], [16].

D. Notations

We use G to denote a cyclic group with p order3 (for an
elliptic curve E , p = |E |), and Zp to the ring of integers mod-
ulo p. We use C to represent a challenge space. Accordingly,
the size of the challenge space is |C|. Gn be the n-dimension
vector space over G (similar for Znp ). Let g, h, u ∈ G denotes
generators of G. Commitments (which are group elements) are
capitalized and blinding factors are denoted by Greek letters,
i.e., C = gahα is a commitment to a. We use x ← Zp to
represent the uniform sampling of an element from Zp. For
m,n ∈ Z, gcd(m,n) denotes the greatest common divisor of
m and n.

Vector notations are defined as follows. We use bold font to
represent vectors. For instance, g ∈ Gn denotes a vector with
group elements g0, g1, · · · , gn−1, where gi ∈ G. Suppose k ∈
Zp, we denote kn as kn = [1, k, k2, · · · , kn−1]. Furthermore,
for a,b ∈ Znp and g ∈ Gn, we denote

∏n−1
i=0 g

ai
i as ga and

the Hadamard product of a and b as a ◦ b = [a0 · b0, a1 ·
b1, · · · , an−1 · bn−1].

We write a vector polynomial p(X) ∈ Znp [X] as p(X) =∑d
i=0 pi ·Xi, where each pi is a vector in Znp as a coefficient.

The inner product of two vector polynomials l(X) and r(X)
is defined as follows:

〈l(X), r(X)〉 =

d∑
i=0

i∑
j=0

〈li, rj〉 ·Xi+j ∈ Zp[X]. (1)

Clearly, based on this definition, we can prove that evaluating
the polynomials at x and then taking the inner product is same
as evaluating a new inner-product polynomial at x. Therefore,
there exists an inner-product polynomial such that t(X) =
〈l(X), r(X)〉.

Finally, we use “{(Public Input; Witness) : Relation}”
format to denote the “Relation” of the “Public Input” and
“Witness”.

III. MOTIVATION AND KEY IDEAS

A. Bulletproofs Analysis

Bünz et al. introduce Bulletproos [16] with a logarithmic-
size range proof to show a secret v is in [0, 2n−1]. Specifically,
it presents a new inner-product argument and writes the
range proof relation in an inner-product form for the inner-
product argument. We first describe how the new inner-product
argument works.

3p is not necessarily be a large prime to ensure the hardness of discrete
logarithm problems. Based on Pohlig-Hellman algorithm, we need at least
one factor of p (e.g. q0) is a large prime, which ensures a same security with
curves of q0 order.
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The inner-product argument literately compresses two vec-
tors in an inner-product relation into two scalars. Consider
two n-size vectors a,b ∈ Znp . For g,h ∈ Gn and u ∈ G,
the commitment of a and b and their inner-product is A =
gahbu〈a,b〉. The prover will first make a “two-set splitting”
to split an n-size vector into two (n/2)-size vectors, i.e.,
a = [a1,a2], b = [b1,b2], g = [g1,g2], and h = [h1,h2],
where a1 = [a0, · · · , an/2−1] and a2 = [an/2, · · · , an−1], etc.
Then, based on a compressing scalar (i.e., a random challenge)
x ∈ Zp provided by the verifier, the prover compresses a, b,
g, and h to â, b̂, ĝ, and ĥ as follows:

â = xa1 + x−1a2, ĝ = gx
−1

1 ◦ gx2 ,

b̂ = x−1b1 + xb2, ĥ = hx1 ◦ hx
−1

2 .
(2)

Since the new commitment Â becomes

Â = ĝâ · ĥb̂ · u〈â,b̂〉

= ga1
1 ga2

2 ·
(
ga1

2

)x2

·
(
ga2

1

)x−2

· hb1
1 hb2

2 ·
(
hb2

1

)x2

·
(
hb1

2

)x−2

· u〈a1,b1〉+〈a2,b2〉 ·
(
u〈a1,b2〉

)x2

·
(
u〈a2,b1〉

)x−2

= A · Lx
2

·Rx
−2

,

where L = ga1
2 hb2

1 u〈a1,b2〉 and R = ga2
1 hb1

2 u〈a2,b1〉, the
prover must also publish L and R before receiving x. By
iterating the compression process from “a,b to â, b̂”, the
prover can reduce the n-size vectors a and b to two scalars
a and b. Therefore, instead of sending two n-size vectors, the
prover only needs to send 2 log(n) group elements (L and R
in each round of iteration), which can significantly reduce the
proof size.

Note that the inner-product argument dose not ensure hid-
ing. In the range proof of Bulletproofs, it needs to mask the
secret and convert into an inner-product form before applying
the inner-product argument. Specifically, for a range proof of
v ∈ [0, 2n − 1], the prover can express the proof as having
a secret vector aL = [a0, · · · , an−1] such that: (1) aL is
the binary encoding of v, i.e., v =

∑n−1
i=0 2iai; and (2) each

element of aL (ai) is either 0 or 1. Setting aR = aL−1n, we
have the following relations:

aL ◦ aR = 0n,

aL − 1n − aR = 0n,

〈aL,2n〉 = v.

(3)

Taking two challenges y, z ∈ Zp, the prover can prove that
Equation (3) hold by proving that

z2 · 〈aL,2n〉+ z · 〈aL − 1n − aR,y
n〉+ 〈aL,aR ◦ yn〉

=z2 · v, (4)

which can be further converted to an inner-product form of
aL and aR (actually (aL − z · 1n + sL · x) and (yn ◦ (aR +
z · 1n + sR · x) + z2 · 2n) with another challenge x and some
masking vectors sL and sR) [16]. Therefore, the prover needs
to send two n-size vectors l = aL − z · 1n + sL · x and
r = yn ◦ (aR + z ·1n + sR ·x) + z2 ·2n that blindly represent
aL and aR.

Finally, the prover can adopt the inner-product argument to
compress l and r to two scalars l and r. The proof includes
(2dlog2(n)e + 4) group elements, 5 Zp elements, and (4 +
dlog2(n)e) challenges.

We have three observations in Bulletproofs. First, in the
inner-product argument, x and x−1 in Equation (2) reduce the
challenge space. Writing â = x−1 · (x2a1 + a2), the value of
x2 (mod p) maps to a much smaller space than the space of
x. Specifically, suppose C = {x} and C′ = {x2|x ∈ C}, we
have |C′| 6 0.5 × |C|. Thus, the prover will have a higher
chance to correctly guess x2 and pass the verification without
knowing the secret. However, this is not a serious security
problem as the |C′| is still super-poly. Even the attacker’s
winning advantage is increased, it is still negligible.

The second observation is the proof size of Bulletproofs is
mainly contributed by the L’s and R’s in the inner-product
argument. If we can send one group element X instead of
L and R in each iteration, the communication complexity
is reduced by half of the Bulletproofs. However, this is a
challenging problem as the exponents of L and R are different.
It is important to find a practical approach while maintaining
the security of the protocol.

Finally, Bulletproofs protocol uses two challenges, y and z,
to mask the equations in Equation (3). If we regard them as
a (2n+ 1)-size vector,

[aL ◦ aR, aL − 1n − aR, 〈aL,2n〉] = [02n, v],

the prover only needs one challenge y from the verifier to
build the equation:

y2n · 〈aL,2n〉+ yn · 〈aL − 1n − aR,y
n〉+ 〈aL,aR ◦ yn〉

=y2n · v. (5)

This is based on the fact that in a Σ-protocol for an n-size
vector (b0, · · · , bn−1), using n−1 challenges, (x1, · · · , xn−1),
to build the response as f = b0 +

∑n−1
i=1 xibi is equivalent to

build f =
∑n−1
i=0 x

ibi with only one challenge.

B. New Techniques
Reducing additional commitments. Recall the improved

inner-product argument of Bulletproofs, the prover must sepa-
rately publish L and R parts in each iterated step as they share
different exponents. As L and R only contribute to deriving
the new commitment for the verifier, we may reduce the
communication cost if we find new approaches to derive the
new commitment with fewer parameters. For instance, if we
can find an approach to batch L and R parts with X = L ·R,
the prover only needs to send one group element, X , in each
step. Therefore, the communication complexity is reduced by
half of Bulletproofs.

Consider the common input of an argument of knowledge
of one vectors, (G, p,g, A), where g can be split into two
(n/2)-size vectors g1 and g2. We try to prove knowledge of
a vector a = [a1,a2] such that

A = ga = ga1
1 · g2

a2 .

We compress a and g with the challenge x provided by the
verifier: â = a1 +xa2 and ĝ = g1 ◦gx

−1

2 . Therefore, the new

Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on October 26,2022 at 13:42:21 UTC from IEEE Xplore.  Restrictions apply. 



commitment Â becomes

Â = ĝâ = ga1
1 · g

a2
2 · (g

a2
1 )x · (ga1

2 )x
−1

.

If we want to send one group element which contains both
ga2

1 and ga1
2 , the exponents of the two parts must be equal.

Note that these calculations are conducted on a cyclic group
G with order of p. Therefore, the challenge x should satisfy
a quadratic residue

x2 = 1 mod p. (6)

Hence, when the verifier challenges with an x that satisfies
the quadratic residue in Equation (6)4, the prover only needs
to send one group element X = ga2

1 ga1
2 before the challenge.

Both the prover and verifier can compute the new commitment
Â to â:

Â = ga1
1 ·g

a2
2 ·(g

a2
1 )x ·(ga1

2 )x
−1

=ga1
1 ·g

a2
2 ·(g

a2
1 ·g

a1
2 )x=A·Xx.

Since x must satisfy Equation (6), the size of challenge
space can be reduced accordingly (smaller than p)5. We discuss
how to derive the challenge space and its size, and build
a super-poly size space in Appendix A. We also provide
approaches to generate appropriate curves and give a specific
curve in Section VII-B. When the challenge space size is
not be super-poly, the protocol is not secure. An attacking
strategy against a small challenge space size is presented in
Appendix A. Nevertheless, we still consider this approach can
be practical with new secure elliptic curves. We also hope our
solution could provide some insights into other settings such
as lattice, where q does not need to be prohibitively large.

Fewer challenges. Besides vector compression, we also
propose new approaches to reduce the challenges in a range
proof protocol. Based on our previous observation, the prover
only needs one challenge y from the verifier to build the
Equation (5), which can be further converted to an inner-
product form of l = aL − yn · 1n + sL · x and r =
yn ◦(aR+yn ·1n+sR ·x)+y2n ·2n with another challenge x
and some masking vectors sL and sR. The prover can further
run the inner-product argument to reduce the proof size to
logarithmic.

For interactive proof protocols, fewer challenges can reduce
the computational cost of the verifier (generating fewer se-
cure random numbers) and the communication cost. In non-
interactive scenarios, the prover and verifier can invoke fewer
hash functions under Fiat-Shamir heuristic [38], which will
save computational power.

IV. NEW VECTOR COMPRESSION PROTOCOLS

Both [15] and [16] adopt compression techniques to re-
duce the communication cost when dealing with vectors.
These techniques can be used in inner-product arguments
to build communication efficient zero-knowledge proofs for

4In fact, the requirement can be x2 = k mod p, where k ∈ Z∗p. X will
become (ga2

1 )kga1
2 .

5To ensure a large challenge space size, we build p = q0q
e1
1 · · · q

ek
k ,

which q0 is a large prime and others are small primes. Details are presented
in Appendix A.

range proofs or arithmetic circuit satisfiability. When dealing
with n-size vectors, the communication complexity of an
inner-product argument in [15] and [16] is 6 log(n) and
2 log(n) respectively. Based on the idea of reducing additional
commitments in Section III-B, we present a new compression
technique to reduce the communication complexity to log(n),
which is sound but not zero-knowledge. Furthermore, for
inner-product argument, the communication complexity of our
approach is log(n), which is only half of the Bulletproofs size
[16] and 1/6 of Bootle’s proof size [15].

A. Single Vector Argument

We formally describe the argument of knowledge of an n-
size vector a between a prover P and a verifier V .

Common input: (G,C, p,g, A) such that C ⊂ Z∗p, g ∈ Gn,
and A ∈ G.

Prover’s witness: a that satisfies ga = A.
Argument if n = 1:
P → V : a.
V → P : ACCEPT if A = ga, otherwise REJECT.

Reduction if n 6= 1:
P computes:

a1 = [a0, a1, · · · , an/2−1],a2 = [an/2, an/2+1, · · · , an−1],

g1 = [g0, g1, · · · , gn/2−1],g2 = [gn/2, gn/2+1, · · · , gn−1],

X = ga2
1 ga1

2

P → V : X .
V : x← C.
V → P : x.
P and V compute:

ĝ = g1 ◦ gx
−1

2 ∈ Gn/2, Â = A ·Xx ∈ G.

P computes:

â = a1 + xa2 ∈ Zn/2p .

P and V recursively compute a reduced statement from
(G,C, p, ĝ, Â), where P’s witness is â.

Since the prover only transmits one X in each iteration, the
communication complex is only log(n).

Theorem 2. Single Vector Argument. When |C| is super-poly,
the above protocol of argument of knowledge of one vector
has perfect completeness and computational witness-extended
emulation for either extracting a non-trivial discrete logarithm
relation in g or extracting a valid witness a.

The proof of Theorem 2 are presented in Appendix B.

B. Inner-Product Argument

We extend the compression technique to the inner-product
argument of knowledge of two vectors a,b ∈ Znp . The inner-
product relation can be expressed as follows:

{(g,h ∈ Gn, u, P ∈ G;a,b ∈ Znp ) : P = gahbu〈a,b〉}. (7)

Common input: (G,C, p,g,h, u, P ) such that C ⊂ Z∗p,
g,h ∈ Gn, u, P ∈ G.
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Prover’s witness: a and b that satisfy:

ga · hb · u〈a,b〉 = P.

Argument if n = 1:
P → V : a, b.
V → P : ACCEPT if P = gahbuab, otherwise REJECT.

Reduction if n 6= 1:
P computes:

a1 = [a0, a1, · · · , an/2−1],a2 = [an/2, an/2+1, · · · , an−1],

b1 = [b0, b1, · · · , bn/2−1],b2 = [bn/2, bn/2+1, · · · , bn−1],

g1 = [g0, g1, · · · , gn/2−1],g2 = [gn/2, gn/2+1, · · · , gn−1],

h1 = [h0, h1, · · · , hn/2−1],h2 = [hn/2, hn/2+1, · · · , hn−1],

zX = 〈a1,b2〉+ 〈a2,b1〉, X = ga2
1 ga1

2 hb2
1 hb1

2 uzX .

P → V : X .
V : x← C.
V → P : x.
P and V compute:

ĝ = g1 ◦ gx
−1

2 ∈ Gn/2, ĥ = h1 ◦ hx2 ∈ Gn/2

P̂ = P ·Xx ∈ G.

P computes:

â = a1 + xa2 ∈ Zn/2p , b̂ = b1 + x−1b2 ∈ Zn/2p . (8)

P and V recursively compute a reduced statement from
(G,C, p, ĝ, ĥ, u, P̂ ), where P’s witness is â and b̂.

Similar to the single vector argument scenario, the compu-
tation complexity is log(n), which is much less than the size
of Bulletproofs [16] and Bootle’s proof [15].

Theorem 3. Inner-Product Argument. When the challenge
space size is super-poly, the above protocol of inner-product
argument of knowledge of two vector has perfect complete-
ness and computational witness-extended emulation for either
extracting a non-trivial discrete logarithm relation between
g,h, u or extracting a valid witness a,b.

The proof of Theorem 3 is given in Appendix C.

V. NEW RANGE PROOF PROTOCOL

We propose a zero-knowledge protocol to use the inner-
product argument for range proofs, which reduces the number
of challenges without sacrificing challenge space size (i.e.,
independent from the vector compression technique).

The range proof can be constructed with a Pedersen com-
mitment V ∈ G that is used for the inner-product argument.
Specifically, let V ∈ G be the Pedersen commitment on
v ∈ Zp with randomness γ. Formally speaking, the range
proof relation can be expressed as:

{(V, g, u ∈ G; v, γ ∈ Zp) :V = gvuγ ∧ v ∈ [0, 2n−1]}. (9)

A. Inner-Product Range Proof

Recall the “fewer challenges” idea in Section III-B. We use
an n-size vector aL to encode the secret v, i.e., 〈aL,2n〉 = v,
and another vector aR which aR = aL − 1n. Based on a

challenge y from the verifier, the prover can use Equation (5)
to prove Equation (9). We further re-write Equation (5) into
an inner-product form:〈

aL − yn · 1n, yn ◦ (aR + yn · 1n) + y2n · 2n
〉

= y2n · v + δ(y),
(10)

where δ(y) = (yn − y2n) · 〈1n,yn〉 − y3n · 〈1n,2n〉 ∈ Zp.
Thus, we can leverage the idea of inner-product argument to
compress each vector.

Notice that we also need two random vectors, sL, sR ∈ Znp ,
to hide aL and aR. The zero knowledge protocol is:
P computes:

aL ∈ {0, 1}n s.t. 〈aL,2n〉 = v

aR = aL − 1n

α, ρ← Zp
A = uαgaLhaR ∈ G // commitment to aL,aR

sL, sR ← Znp // blinding vector for aL,aR

S = uρgsLhsR ∈ G // commitment to sL, sR

P → V : A,S
V : y ← Z∗p // challenge space is Z∗p instead of C
V → P : y

To build the two vectors in an inner-product argument, the
prover defines two linear vector polynomials r(X), l(X) ∈
Znp [X] and one polynomial t(X) ∈ Zp[X]:

l(X) = (aL − yn · 1n) + sL ·X,
r(X) = yn ◦ (aR + yn · 1n + sR ·X) + y2n · 2n,
t(X) = 〈l(X), r(X)〉 = t0 + t1 ·X + t2 ·X2.

Since the constant terms of t(X), t0, is the result of Equation
(10), the prover needs to prove t0 satisfies:

t0 = y2n · v + δ(y).

Therefore, the prover needs to commit all other coefficients
of t(X), t1, t2 ∈ Zp, and engage in a polynomial identity test
with the verifier to show t(X) = 〈l(X), r(X)〉 as follows:
P computes:

τ1, τ2 ← Zp // blinding t1 and t2
Ti = uτigti ∈ G, i ∈ {1, 2} // commitment to t1 and t2

P → V : T1, T2

V : x← Z∗p // challenge space is Z∗p instead of C
V → P : x
P computes:

l = l(x) = (aL − yn · 1n) + sL · x ∈ Znp
r = r(x) = yn◦ (aR + yn ·1n+ sR ·x) + y2n · 2n ∈ Znp
t̃ = 〈l, r〉 ∈ Zp
τx = y2n · γ + τ1 · x+ τ2 · x2 ∈ Zp
µ = α+ ρ · x ∈ Zp (11)

P → V : l, r, t̃, τx, µ
Notice that we cannot directly apply the compression s-

trategy of inner-product argument to l and r. It is because
aR part in r contains the coefficient yn. When adopting
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the inner-product argument directly, yn will be “mixed into”
r̂ = r1 +zr2 (z is a challenge in the inner-product argument).
Since the commitment A = uαgaLhaR does not contain yn,
it is important to cancel out yn in r to make the coefficient of
aR being 1 (or a constant). Therefore, we change the group
elements h with the following transfer:

h′i = hy
−i

i ∈ Z, i ∈ [0, n− 1]. // h′ = [h0, h
y−1

1 , hy
1−n

n−1 ]

Then we have hyn◦aR = (h′)aR , which can be used to
construct gl(h′)ruµ as A · Sx · g−yn · (h′)y

n·yn+y2n·2n

.
Therefore, we build a commitment of l and r, P = gl(h′)ruµ,
on group elements g, h′, and u.

The verifier further checks: (1) t̃ ?
= t0+t1 ·x+t2 ·x2; (2) l ?

=

(aL−yn·1n)+sL·x; (3) r ?
= yn◦(aR+yn·1n+sR·x)+y2n·2n;

and (4) t̃ ?
= 〈l, r〉. Thus, the final steps of the range proof

protocol are:
V → P: ACCEPT if

gt̃uτx = V y
2n

· gδ(y) · T x1 · T x
2

2 , // checking (1)

and gl(h′)ruµ = A · Sx · g−y
n

· (h′)y
n·yn+y2n·2n

,

// checking (2) and (3)

and t̃ = 〈l, r〉; // checking (4)

otherwise REJECT.
In the above range proof protocol, the prover needs to

transmit two n-size vectors l and r, four group elements
A,S, T1 and T2, and three Zp elements (t̃, τx, µ). The verifier
needs to send two random challenges x and y. Please note
that since the challenges are generated from Z∗p, this approach
will not sacrifice challenge space size and is compatible with
existing prime order elliptic curves.

Corollary 4. Range Proof. The above protocol of inner-
product range proof has perfect completeness, perfect honest
verifier zero-knowledge and computational special soundness.

Proof: The range proof is a special case of the aggregated
range proof when m = 1 without compression. Therefore, it
is a direct corollary of Theorem 6.

VI. SYMMEPROOF

A. Logarithmic Range Proof

We leverage the inner-product argument (Section IV-B)
to improve the efficiency of range proof (Section V-A) by
literately reducing l and r to a single scalar.

We briefly describe the compression protocol as follows:
Common input: (G,C,g,h, g, u, V,A, S where g,h ∈ Gn

and g, u, V,A, S ∈ G.
Prover’s witness: sL, sR, aL, aR and v that satisfy:

〈aL,2n〉 = v, aR = aL − 1n, aL ◦ aR = 0n,

V = gvuγ , A = uαgaLhaR , S = uρgsLhsR .

Inner-product range proof: (Section V-A)
V generates y ∈ Z∗p and sends to P .
P generates τ1, τ2 ∈ Zp, computes and sends T1 =

uτ1gt1 and T2 = uτ2gt2 to V .
V generates x ∈ Z∗p and sends to P .

P computes τx, µ, t̃, l, r based on Equation (11) and sends
τx, µ, t̃ to V .

P and V compute:.

h′, g′ = g, n = size(l),

P =A · Sx · g−y
n

· (h′)y
n·yn+y2n·2n

.

V generates z ∈ Z∗p and sends to P .
P and V compute:.

P ′ = P · uz·t̃.

Argument if n = 1:
P → V : l, r.
V → P : ACCEPT if:

gt̃uτx = V y
2

· gy
2−3y3· T x1 · T x

2

2 ,

and (g′)l(h′)ruµ = A · Sx · (g′)−y · (h′)3y2 ,

and t̃ = l · r;

otherwise REJECT.
Reduction if n 6= 1, on (G,C,g′,h′, u, P ′; l, r): (Section

IV-B)
P computes X and sends it to V .
V generates x′ ∈ C and sends to P .
P and V compute ĝ′, ĥ′, û, P̂ ′ based on Equation (2).
P computes l̂, r̂ based on Equation (2).
P and V recursively compute a reduced statement from

(G,C, ĝ′, ĥ′, û, P̂ ′; l̂, r̂), where P’s witness is l̂ and r̂.

Corollary 5. Logarithmic Range Proof. The above protocol
of logarithmic range proof has perfect completeness, perfec-
t honest verifier zero-knowledge and computational special
soundness.

Proof: The range proof is a special case of the aggregated
range proof when m = 1. Therefore, it is a direct corollary of
Theorem 6.

B. Aggregating Range Proofs

Many scenarios require the prover to perform multiple range
proofs at the same time. One application is one confidential
transaction always involves multiple outputs (i.e., unspent
transaction outputs) to allow the sender to collect unspent
funds, which requires one range proof for each account. We
show how to aggregate m range proofs into one to reduce the
communication cost. The multiple range proofs relation is:

{(g, u ∈ G,V ∈ Gm;v,γ ∈ Zmp ) :

Vj = gvjuγi ∧ vj ∈ [0, 2n − 1] ∀j ∈ [1,m]}.
(12)

The main idea of this approach is to use one nm-size vector
to represent all vj . We describe how to aggregate range proofs
with our inner-product argument. Specifically, we generate
one vector aL,j for each vj that satisfies Equation (9), and
combine all aL,j into one (2nm + m)-size vector, [aL ◦
aR,aR−1nm−aL, 〈aL,2,2n〉, 〈aL,2,2n〉, · · · , 〈aL,m,2n〉] =
[02nm, vi, v2, · · · , vm]. The aggregated protocol is similar to
the single range proof protocol described in Section V-A, with
the following adjustments (more specifically, we only modify
the inner-product range proof part).
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Firstly, let’s define an nm-size vector 2nmj =

[0(j−1)n,2n,0(m−j)n], and an n-size vector
hj = [h(j−1)n, h(j−1)n+1, · · · , hjn−1] (i.e., (j − 1)n to
jn − 1 elements of the nm-size vector h). After the verifier
challenges with y ∈ Z∗p, Equation (5) will become:

y2nm ·
m∑
j=1

yj−1 · 〈aL,j ◦ 2n,yn〉+

ynm · 〈aL − 1nm − aR,y
nm〉+ 〈aL,aR ◦ ynm〉

=

m∑
j=1

y2nm+j−1 · vj . (13)

Accordingly, Equation (10) will become:〈
aL−ynm· 1nm,ynm◦ (aR+ynm· 1nm)+

m∑
j=1

y2nm+j−1· 2nmj
〉

=

m∑
j=1

y2nm+j−1vj + δ(y),

where δ(y) = (ynm − y2nm) · 〈1nm,ynm〉 −
∑m
j=1 y

2nm+j ·
〈1n,2n〉.

Secondly, since sL and sR become nm-size vectors, we
should also adjust r(X), l(X), t(X), and τx accordingly:

l(X) =aL − ynm · 1nm + sL ·X ∈ Znmp [X]

r(X) =ynm ◦ (aR + ynm · 1nm + sR ·X)

+

m∑
j=1

y2nm+j−1 · 2nmi ∈ Znmp [X]

τx =τ1 · x+ τ2 · x2 +

m∑
j=1

y2nm+j−1γj ∈ Zp.

Finally, the verifier will check

gt̃uτx
?
= Vy2nm·ym

· gδ(y) · T x1 · T x
2

2 , and

gl(h′)ruµ
?
= A · Sx·g−y

nm

·(h′)y
nm·ynm

m∏
j=1

(h′j)
y2nm+j−1·2n

,

and t̃
?
= l · r.

The aggregated range proof requires a prover to send
dlog2(n · m)e + 4 group elements and 5 elements in Zp.
Therefore, the proof size only grows by dlog2(m)e, which is
much less than treating them individually (multiplied by m).

Theorem 6. Aggregated Range Proof. The above protocol
of aggregated range proof has perfect completeness, perfec-
t honest verifier zero-knowledge and computational special
soundness.

The details of the proof of Theorem 6 are given in Appendix
D.

C. Non-Interactive Range Proof

Though we only discuss interactive range proof protocols so
far, we can convert our logarithmic range proof protocols into
non-interactive ones with Fiat-Shamir heuristic [38]. All chal-
lenges are generated by hashes of the transcript of the inter-

TABLE I: Performance of Multiple Range Proof Arguments
under m range proofs.

Setup #G elements #Zp elements

Groth’16 [6] yes 3 0
Sonic [8] universal 20 16
PLONK [9] universal 7 7
Lunar [10] universal 10 2
Σ-Protocol no mn 3 ·mn+ 1
Mimblewimble [17] no 0.63 ·mn 1.26 · nm+ 1
Supersonic [12] no d2 log2(mn)e d(µ+ 1) log2(mn)e
Dory [13] no d6 log2(mn)e+13 8
Bulletproofs [16] no d2 log2(mn)e+ 4 5
SymmeProof no dlog2(mn)e+ 4 5

action up to that point. For instances, y = H(g,h, u, V,A, S)
and x = H(g,h, u, V,A, S, y, T1, T2) in the logarithmic range
proof. Please note that when the challenge space is C, the hash
function should map to C instead of Z∗p. We suggest to use
a hash function that maps to Z|C|, and then maps Z|C| to C
based on the approach discussed in Appendix A.

To avoid a trusted setup in each protocol, approaches such
as adopting a common random string, or using a small public
seed to generate public parameters with hash functions can be
used.

VII. EVALUATION

A. Theoretical Analysis

Considering m range proofs, we compare the range proof
performance of SymmeProof other approaches, including
trusted setup zk-SNARK systems [6], universal setup systems
[8], [9], [10], and transparent systems (no setup is required)
[18], [12], [13], [16]. The theoretical communication cost of
each protocol is depicted in Table I. The µ in Supersonic
indicates evaluating µ points of the polynomial in quadratic
arithmetic programs. For simplicity, G elements include all
group points even for different curves.

Please note we do not include the challenge size when
calculating proof size, since challenges can be replaced by the
results of hash functions in non-interactive protocols based
on the Fiat-Shamir heuristic (Section VI-C). Nevertheless,
reducing the challenges can improve the computational ef-
ficiency of non-interactive protocols (fewer hash functions).
The communication cost the SymmeProof is significantly
lower than other transparent systems, which is only half of
the Bulletproofs size. Besides, SymmeProof preserves the
nice features of Bulletproofs: the proof size only grows by
dlog2(m)e for m range proofs, while the proof size of Σ-
protocol and Mimblewimble grows by m times.

B. Performance Evaluation

We evaluate the performance of SymmeProofs. Since Sym-
meproofs require |C| must be super-poly to ensure security, it
may not be adopted on today’s prime order elliptic curves. We
have shown the strategy to find a secure |C| in Appendix A.
Methods of finding elliptic curves with a specific composite
order can be referred to [39], [40]. We generate a simple
composite order elliptic curve based on [39], the parameters
of the curve E is as follows. This curve E is secure based
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Fig. 1: Range proof size of different proofs.

on the Pohlig-Hellman algorithm. More secured curves can
be generated via Cocks-Pinch method [40].

E : y2 = x3 + 1 mod q, (14)

where q = p × 8 ×
∏24
i=1 pi − 1. p is the order of NIST P-

256 curve (a big secure prime), and
∏24
i=1 pi is the product of

24-smallest odd primes (in [3, 97])6. The order of the curve is
|E | = p+1 (as with the approach in Appendix A). Specifically,
we give the values of q, |E |, and the base point (Gx, Gy) as
follows:

q =0x6f0251b8ffc37d37974f63154276f8240f3661e026c615

ff7008db6bf1d078a73930ae91e68da9e4739879c5c9e6817.

|E | =0x6f0251b8ffc37d37974f63154276f8240f3661e026c615

ff7008db6bf1d078a73930ae91e68da9e4739879c5c9e6818.

Gx =0x7c9402ba2a66450571c1bcdb1e74c4f3259d71331f428ec

b1c849a9dae9cf39c132e1089c77efedc5f6ee7796a2945.

Gy =0x81e2c493c34bbca6ca6ec554ac4daf9df84a2ed38386954

23c38afe7e660bceb91aa5888d39fec9e4db535eb20d342.

For G elements, we use the compressed format which stores
each element in 48 bytes. SymmeProof is implemented with
Golang based on the self-implemented elliptic package (the
curve E showed above). A reference implementation is shown
in [41]. All tests are run on a computer equipped with an i7-
8750H CPU and 8GM memory.

The range proof size of Σ-protocol [42], Mimblewimble
[18], Bulletproofs [16], and SymmeProof is depicted in Figure
1. When the range is small (less than 3 bit), SymmeProof is
not efficient due to the constant elements and additional bits
of the curve points in transmissions. When the range is large,
SymmeProof is the best. It seems that the SymmeProof’s size
is more than half of the Bulletproofs. It is because we only
evaluate the range up to 64 bits. Considering log2(64) = 6,
the log(n) part is not significant comparing with the constant
part. When n is large, we can regard SymmeProof is only half
of the Bulletproofs size.

We show the size of multiple proofs in Figure 2. We zoom in
proof size in range [0, 8] to more clearly compare SymmeProof
and Bulletproofs. As expected, Σ-protocol and Mimblewimble

6In the lattice settings, q does not need to include a large prime, which
indicates q does not need to be prohibitively large.
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Fig. 2: Multiple range proofs size of different proofs under 32
bits of range.
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Fig. 3: Time cost of the prover and verifier under Symme-
Proofs.

grow linearity with the number of proofs. While both Bul-
letproofs and SymmeProof only grow an additional log2(m)
size, which is much smaller than other proofs. Meanwhile,
SymmeProof is smaller than Bulletproofs regardless of m. As
we discussed earlier, SymmeProof’s size is more than half of
the Bulletproofs since we fix n at 32.

Finally, we compare the time cost of the prover and verifier
in our approach with Bulletproofs. All of them grow linearity
with the range size. As SymmeProof is built on the “two-set
splitting” technique, its performance is similar to Bulletproofs.
Our performance is a little bit better since 1) we compute
â = a1+xa2 rather than â = xa1+x−1a2 to avoid computing
xa1 in each iteration, 2) we do not need to compute the inverse
values since x−1 = x mod p, and 3) we use fewer challenges
(fewer hash function calls). The prover’s cost is higher than the
verifier’s cost since it needs to conduct more group operations
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such as generating commitments to sL and sR. As all tests
are run on our curve E defined in Equation (14), which does
not have assembly codes to speed up group field operations,
our result (time) is much higher than Bulletproofs in [16]. The
time to generate a proof for a range with 64 bits is 561ms, and
the verification time is 169ms. Nevertheless, our performance
can be significantly improved by assembling implementations.

VIII. DISCUSSION

A. SymmeProof in Power-of-k Settings

In our design of SymmeProof, we consider the challenge x
satisfies a quadratic equation in Equation (6). Here we discuss
a more general case that x satisfies

xk = 1 mod p. (15)

Equation (6) is a special case when k = 2.

Similar to our analysis in Appendix A, we can compute
challenges and derive the size of the challenge space by
solving the module functions

xk = 1 mod qeii , i ∈ [0, n], (16)

where qi’s and ei’s are defined in Appendix A (by replacing
the power-of-2 as k in Equation (18)). Based on Lagrange’s
theorem, Equation (16) has at most k solutions. Thus, the
challenge space size may increase with k. For instance, when
k and q are distinct odd primes, there are gcd(k, qe − qe−1)
solutions to xk = 1 mod qe.

Equation (15) indicates “k-set splitting”. We further de-
scribe how “k-set splitting” works in the single vector argu-
ment (Section IV-A). For two vectors a ∈ Znp and g ∈ Gn,
we first split a and g into k parts, a = [a1, · · ·ak], g =
[g1, · · ·gk]. Second, with a challenge x (xk = 1 mod p), we
reduce a and g by:

â =

k∑
i=1

xiai, ĝ =

k∏
i=1

gx
−i

i .

We use a matrix to represent the commitment of the reduced
vector â:



a1 a2 · · · ak−1 ak

g1 ga1
1 (ga2

1 )x · · · · · · (gak
1 )x

k−1

g2 (ga1
2 )x

−1

ga2
2

. . . · · · · · ·
...

...
. . . . . . . . .

...

gk−1 · · · · · ·
. . . g

ak−1

k−1 (gak

k−1)x

gk (ga1

k )x
−k+1 · · · · · · (g

ak−1

k )x
−1

gak

k

.

The new commitment ĝâ is the product of all elements in
the matrix. We denote elements that share the same exponent
with the same color. Based on Equation (15), we have xk−m =
x−m mod p, which indicates we can further batch xk−m and

x−m exponent parts. Therefore, the new commitment becomes



a1 a2 · · · ak−1 ak

g1 ga1
1 (ga2

1 )x · · · · · · (gak
1 )x

−1

g2 (ga1
2 )x

−1

ga2
2

. . . · · · · · ·
...

...
. . . . . . . . .

...

gk−1 · · · · · ·
. . . g

ak−1

k−1 (gak

k−1)x

gk (ga1

k )x · · · · · · (g
ak−1

k )x
−1

gak

k

,

which can be formally expressed as

ĝâ =

k∏
i=0

Ax
i

i , where Ai =
∏

t−s=i mod k

gat
s and A0 = A.

Accordingly, the communication cost with “k-set splitting” is
(k − 1) logk(n).

B. More Applications

Σ-protocol. Σ-protocols [42] (e.g. Schnorr protocol) for
an n-size vector argument require the prover to send n
elements in Zp (the response to the challenge) and one group
element (the commitment). Therefore, we can apply our vector
compression technique in Section IV-A directly to Σ-protocols
to reduce the communication size. Instead of sending an n-
size response, the prover follows the protocol in Section IV-A
to reduce the response vector to a single scalar with log(n)
group elements. The communication cost of the compressed
Schnorr’s protocol is log(n) + 1 group element and one Zp
element.

Aggregate transactions. In many cases, one confidential
transaction may contain multiple parties and each party only
knows some of the inputs and outputs to create range proofs
for his own part. This technique has been widely used in
CoinJoin transactions [43], [44]. Bünz et al. introduce a secure
multi-party computation (MPC) protocol to aggregate multiple
range proofs into one based on the inner-product argument
[16]. With our compression technique, we can further improve
the performance of the MPC protocol by replacing the inner-
product argument with our approach in Section IV-B.

Mimblewimble. Mimblewimble [17], [18] compresses the
blockchain-based on two facts: (1) for valid transactions, the
difference between outputs, inputs, and transaction fee should
be 0; and (2) an ECDSA public key can be regarded as
a commitment to 0. Therefore, Mimblewimble regards the
public key as the signature of the difference, and thus reduces
the transaction of scriptSig. Since it does not optimize the
underlying range proof technique, SymmeProof can be used
as a plug-in component to replace the range proofs.

Arithmetic circuit satisfiability. Bootle et al. [15] present
an efficient zero-knowledge argument for arithmetic circuits
satisfiability with 6 log(n) + 13 elements by converting the
Hadamard-product into a single inner-product relation. The
further improvement, Bulletproofs [16], reduces the size to
2 log(n) + 13 elements by converting the circuits satisfiability
into an inner-product form and reducing the communication
cost with the improved inner-product argument. Considering
our inner-product argument technique in Section IV-B, we
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can further reduce the communication cost to log(n). Thus, a
protocol of argument for arithmetic circuits satisfiability with
our inner-product argument technique only needs log(n) + 13
elements.

IX. CONCLUSION

Range proofs have a wide application in today’s blockchain-
based cryptocurrencies. Previous techniques can be used in
blockchain confidential transactions, but the communication
cost of those techniques are prohibitive in practice. We propose
SymmeProof, which significantly reduces the range proof size
of Bulletproofs from 2 log(n) + 9 to log(n) + 9. Meanwhile,
our technique can also be applied to other approaches such
as the arithmetic circuit satisfiability argument to reduce the
proof size. Evaluation results show that the proof size of
our approach is the smallest among all approaches. Besides
discrete logarithm implementations, we also wish our solution
could provide some insights into lattice settings.
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