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Semidefinite Programming  

Dimensionality Reduction Constrained Clustering 

SDP is not scalable to large-scale problems! 

Convex Quadratic Semidefinite Program 
(QSDP) 

Any better formulation? 

Low-rank Kernel Approximation 

Q consists of the smoothest m 
eigenvectors of graph Laplacian. 

How to speed up SDP? 

By Schur Complement 

Schur Complement  Based SDP (SCSDP) 

This LMI is very large! 

Step 1: Cholesky Factorization 

Step 2: Let 

Second-order cone: 

A large LMI  
A second-order cone  

Some linear equalities  

Speedup gain is of the order  

Semidefinite-Quadratic-Linear Programming (SQLP) 
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How to solve this QSDP? 

SCSDP: SQLP: 

vs. 
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