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Modeling the Vulnerability of Feedback-Control
Based Internet Services to Low-Rate DoS Attacks

Yajuan Tang, Xiapu Luo, Qing Hui, and Rocky K. C. Chang

Abstract— Feedback control is a critical element in many Inter-
net services (e.g., quality-of-service aware applications). Recent
research has demonstrated the vulnerability of some feedback-
control based applications to low-rate denial-of-service (LRDoS)
attacks, which send high-intensity requests in an ON/OFF pattern
to degrade the victim’s performance and evade the detection
designed for traditional DoS attacks. However, the intricate
interaction between LRDoS attacks and the feedback control
mechanism remains largely unknown. In this paper, we address
two fundamental questions: 1) what is the impact of an LRDoS
attack on a general feedback-control based system and 2) how
to conduct a systematic evaluation of the impact of an LRDoS
attack on specific feedback-control based systems. To tackle these
problems, we model the system under attack as a switched system
and then examine its properties. We conduct the first theoretical
investigation on the impact of the LRDoS attack on a general
feedback control system. We formally show that the attack can
make the system’s steady-state error oscillate along with the
attack period, and prove the existence of LRDoS attacks that can
force the system to be far off the desired state. In addition, we
propose a novel methodology to systematically characterize the
impact of an LRDoS attack on specific systems, and apply it to a
web server and an IBM Notes server. This investigation obtains
many new insights, such as new attack scenarios, the bound
of the system’s states, the relationship between the bound and
the LRDoS attacks, the close-formed equations for quantifying
the impact, and so on. The extensive experimental results are
congruent with the theoretical analysis.
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I. INTRODUCTION

EEDBACK control is a fundamental building block of
many Internet services. A classic example is the perfor-
mance controller in a web server, which adjusts the server’s
configuration (e.g., admission rate) in response to the dif-
ference between the current and desired states for meeting
expected performance (e.g., throughput and service time)
[1]-[4]. Feedback control is also a central element in
QoS-aware systems (e.g., cloud computing [5]-[7], high-
performance computing [8], [9], virtualized servers [10],
cyber-physical systems [11], and autonomic computing [12]).
Recent studies have demonstrated that Low-Rate DoS
(LRDoS) attacks can degrade the performance of some
feedback-control based applications (e.g., TCP [13]-[15], web
server [16], [17], etc.). Different from flooding-based DoS
attacks, LRDoS attacks send out intermittent (instead of
continuous) high-volume requests to force the victim away
from the desired state, thus deteriorating its performance.
Moreover, LRDoS attacks can escape the detection designed
for flooding-based DoS attacks because of their ON/OFF
traffic patterns. A burst of requests can be termed an attack
pulse, and an LRDoS attack then consists of a sequence
of attack pulses. Although seminal studies have showed the
possibility of using LRDoS to attack feedback-control based
systems, and have studied the corresponding damage to a
few applications under limited attack patterns [16], [17], they
have not solved two fundamental questions. (1) What is the
impact of an LRDoS attack on a general feedback control
system? (2) How to conduct a systematic evaluation of the
impact of an LRDoS attack on specific feedback-control based
systems?

It is challenging to tackle these questions because LRDoS
attacks can force a victim system to exhibit discontinuous
behavior on the arrival of attack pulses. Traditional control
theory cannot handle such situation because it targets a pure
continuous (or discrete) system represented by differential
(or difference) equations [18]. In this paper, to address the
questions, we propose to model the system under attack as
a switched system, which is a hybrid system composed of
several subsystems and a switching law that indicates the
sequence of subsystems [19].

We first model the impact of an LRDoS attack on a
general feedback control system in two important respects
(Section III): steady-state error and system state [20].
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We prove the existence of LRDoS attacks that can constrain
the victim system to a state, which is determined by an attacker
and diverges away from the desired state, by proving that the
system under attack can still be Lyapunov and Lagrange stable.
The investigation of the general feedback control system
motivates us to develop a novel methodology to systematically
analyze the impact of an LRDoS attack on specific feedback-
control based systems.

We apply our methodology to two specific systems: the
web server described in [16] and the feedback-control based
IBM Notes server proposed in [21]. Although the web server
has been studied in [16], our methodology empowers us
to reveal many new insights in Section IV, such as, new
attack scenarios, conditions under which an LRDoS attack will
stabilize the web server, the relationship between the bound
of the state of the web server and the LRDoS attacks, close-
formed equations for characterizing how an LRDoS attack
throttles the web server’s admission rate, and the tradeoffs
between the damage caused by an LRDoS attack and its cost.
The IBM Notes server is different from the web server in terms
of the application, the feedback controller, and the system
model. To the best of our knowledge, we are the first to
theoretically examine the impact of an LRDoS attack on such
a server. Due to the page limit, we detail their proofs in the
supplementary material.

In summary, our main contributions are as follows:

o To the best of our knowledge, we are the first to ana-

Iytically investigate the impact of an LRDoS attack on
a general feedback control system. We formally show
that the system’s steady-state error oscillates along with
the attack. Moreover, we prove the existence of LRDoS
attacks that can force the system to diverge away from
the steady state, thus deteriorating its performance.

« We propose a novel methodology to systematically evalu-
ate the impact of an LRDoS attack on specific feedback-
control based systems. It models the system under attack
as a switched system, identifies various attack scenarios
and quantifies the impact of all scenarios. Moreover, it
determines the conditions for LRDoS attacks to make the
victim system Lyapunov and Lagrange stable, and iden-
tifies the bound of the system’s state and the relationship
between the bound and LRDoS attacks.

« We conduct the first comprehensive analysis on a
feedback-control based web server under LRDoS attacks.
We not only identify new attack scenarios that are not
reported in previous work but also derive close-formed
equations for quantifying the impact of all attack scenar-
ios. Moreover, we prove conditions for the LRDoS attack
to stabilize the web server, and obtain the bounds of the
web server’s state along with the relationship between the
bound and LRDoS attacks.

o« We carry out the first thorough analysis of the impact
of LRDoS attacks on a feedback-control based IBM
Notes server. By modeling the system under attack as
a switched system, we identify various attack scenarios
and quantify the impact of all attack scenarios. We also
establish the conditions for the LRDoS attack to stabilize
the IBM Notes server, and determine the bounds of

the server’s state and their relationship with the LRDoS
attacks.

« We conduct extensive experiments through simulation
and a testbed to evaluate the impact of LRDoS attacks.
The results show that the LRDoS attack can cause severe
damages regardless of whether the interval between
consecutive attack pulses is fixed or randomized. We
also demonstrate the tradeoff between the impact of the
LRDoS attack and its cost, which indicates the existence
of an optimal LRDoS attack.

The remainder of this paper is organized as follows.
Section II reviews related work on LRDoS attacks. Section III
investigates the effect of LRDoS attack on a general feedback
control system. Section IV and Section V present a thorough
examination on the damage caused by an LRDoS attack on
a web server and an IBM Notes server, respectively. The
experimental results are reported in Section VI. We discuss
the practicality issues in Section VII and conclude this paper
with future work in Section VIII.

II. RELATED WORK

DDoS attacks have been plaguing the Internet for decades.
They drain bandwidth and/or system resources to prevent
normal users from receiving quality service [22]. Traditional
flood-based attacks can be easily detected because of their
continuously high sending rates [23], [24]. In contrast, low-
rate DoS attacks have polymorphic traffic patterns and low
average sending rates [13]-[15], [25].

A. Low-Rate DoS Attacks

LRDoS attacks was first proposed to throttle the throughput
of TCP connections by causing intermittent packet losses
[13]-[15]. Zhang et al. [26] and Schuchard et al. [27]
showed that an attacker can launch LRDoS attacks on BGP
sessions for crippling the Internets control plane. Recently,
researchers examined the vulnerability of other applications
to LRDoS attacks, including Internet services [16], [17],
load balancers [28], wireless networks [29], and peer-to-peer
networks [30].

Guirguis et al. found that an LRDoS attack can force a
feedback control system to oscillate between the desired state
and another state, and analyzed the effect of such attack on
a web server [16], [17]. There are three major differences
between our work and theirs. First, while Guirguis et al.
described the possibility of launching the LRDoS attack on
a feedback-control based system, we formally show that the
LRDoS attack can compel a feedback control system to stay
at a state other than the desired state by proving that the
system under attack is Lyapunov and Lagrange stable. Second,
we propose a novel methodology to systematically evaluate
the impact of an LRDoS attack on specific systems. This
methodology enables us to obtain many new insights that are
not reported before. For example, for the same web server, we
reveal in Section IV that an attacker can launch three types of
LRDoS attacks by adjusting the attack period. Guirguis et al.
only examined the third type of LRDoS attack [16]. It is worth
noting that the other two types of attacks can cause severer
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damage to the web server, as shown in Fig. 4. Moreover,
we thoroughly analyze each type of LDRoS attack, including
giving closed-form expressions for the throttled admission
rate, determining the conditions under which the LRDoS attack
will make the web server Lyapunov and Lagrange stable,
deciding the bound of the system’s state and the relationship
between the bound and the LRDoS attack, and identifying the
relationship between the damage caused by an LRDoS attack
and its cost. Third, we employ our methodology to analyze the
vulnerability of a feedback-control based IBM Notes server to
the LRDoS attack. Note that the IBM Notes server is different
from the web server in three aspects, including the application
(i.e., email service vs. web service), the feedback controller
(i.e., I controller vs. PI controller), and the system model.
Our analysis formally shows that an LRDoS attack can cause
severe damage to the IBM Notes server. The investigation of
these two kinds of servers provides convincing evidences on
the threat of LRDoS attacks to feedback-control based systems
and the generality of our methodology.

Macia-Ferndndez et al. proposed a smart attack
called Low Rate DoS attack against Application Servers
(LoRDAS), which dispatches attack requests to the victim
server at carefully selected instances to occupy the server’s
queue and consequently prevent it from serving legitimate
requests [31], [32]. They also built a mathematical model
for LoRDAS attacks and evaluated their performance. The
major difference between our work and theirs is that the
attack examined in our paper exploits the feedback control
mechanism in the victims system. However, LORDAS attack
takes advantage of the victim’s queue. Moreover, an LoRDAS
attack needs to predict the time instants when the queue of the
victim server has free position so that it can make the attack
requests reach the server around these time instants [33],
whereas an LRDoS attack can send attack pulses with fixed
or randomized interval to the victim system.

B. Defending Against LRDoS

As LRDoS attacks have ON/OFF traffic patterns, they can
evade detection schemes targeting flooding-based DoS attacks
and therefore have motivated the design of new detection
approaches [15], [25], [34]-[39]. However, these approaches
cannot be directly used to detect LRDoS attacks against Inter-
net services for two reasons. First, as all of these approaches
aim at LRDoS attacks targeting TCP or other systems (e.g.,
wireless networks, P2P networks, etc.), they rely on features
specific to TCP and those systems. For example, we proposed
the detection of anomalies in incoming TCP data traffic and
outgoing TCP ACK traffic [15]. Shevtekar et al. regarded
a TCP flow as malicious if its period is equal to the fixed
minimal RTO and its burst length is no less than other con-
nections’ RTTs [36]. To detect LRDoS attacks using spoofed
IP addresses, Shevtekar et al. captured anomalies that short-
lived flows occupy a high percentage of the total traffic going
through a link [40]. We proposed a new metric named the
congestion participation rate (CPR) to infer attack flows that
try to send more packets during congestion [41]. To detect
distributed LRDoS attacks, Xiang et al. [39] used generalized
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entropy and information distance to quantify anomalies in
packets, and required the control of all routers in the network.
However, the detection of LRDoS attacks aimed at Internet
services requires new metrics [42].

Second, the majority of the previous work focuses on the
Shrew attack [13] that has a fixed attack period equal to TCP’s
minimal RTO. For example, the spectral-analysis approach
relies on the traffic spectrum of Shrew attack flows, which
is different from that of normal flows because of the even
attack period [35], [38]. However, LRDoS attacks can change
their attack periods for mimicking normal flows. Sun et al.
suggested using autocorrelation and dynamic time warping
(DTW) to detect Shrew attacks, because their traffic bursts
are the same and have fixed periods [34]. However, it is
unnecessary for LRDoS attacks to have invariable periods and
similar attack pulses [25].

III. ATTACKING A GENERAL FEEDBACK
CONTROL SYSTEM

In this section, we investigate the impact of an LRDoS
attack on a general feedback control system as shown in Fig. 1.
This system comprises two major components: a process (i.e.,
h(t)) and a controller (i.e., g(t)). h(t) represents any Internet
service (e.g., web service, video streaming, etc.) while g(z)
generates a control signal (i.e., u(t)) to regulate i (t) [2]. The
input to the controller is a control error (i.e., e(t)), which
is the difference between h(t)’s output (i.e., y(z)) and the
expected value r*. y(f) can be any measurable metric, such as
system utilization or queue length. r* is usually selected for the
system to achieve the best performance by the system designer,
and the controller drives y(¢) towards r* based on e(r). d(t)
denotes the arrival rate of requests. To simplify the discussion,
we assume that the arrival rate of normal requests is constant,
denoted as 4,,. We compare the results when d(¢) is constant or
random for two real systems in Section VI. Depending on the
application, d(¢) enters into the process through an additive or
a multiplicative operator Q [16], [43]. The steady-state error,
defined as e;(t) = lim;_ oo(e(?)), is the first performance
index of a feedback control system [18]. As es(f) quantifies
the accuracy of control, it should be as small as possible and
preferably zero.

Since all practical feedback control systems are necessarily
stable [18], we assume that the victim system is Lyapunov
stable without attack, meaning that the system trajectory can
be kept arbitrarily close to an equilibrium point by starting
sufficiently close to it [44]. We also assume that the control
error, the output, and the control signal induced by an attack
pulse are not equal to zero. Otherwise, the LRDoS attack
cannot have any effect on this system.

We examine the impact of LRDoS attacks on a general
feedback control system from rwo perspectives. First, we
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formally show in Proposition 1 that an LRDoS attack makes
the steady-state error (i.e., es(t)) oscillate according to the
attack pattern instead of converging to zero (Section III-A).
Second, by modeling the system under an LRDoS attack as a
switched system [19], [45], we prove the existence of LRDoS
attacks that can force the victim system to diverge away from
the desired state and constraint it to a state determined by the
attacker through Proposition 2-3. To the best of our knowledge,
we are the first to theoretically reveal how an LRDoS attack
degrade the performance of feedback-control based systems.

The insights obtained in this section motivate us to propose
a novel methodology to systematically analyze the impact
of an LRDoS attack on a specific system. It includes four
steps: (1) model the victim system under attack as a switched
system; (2) quantify the impact on each subsystem and identify
various attack scenarios; (3) determine the condition for an
LRDoS attack to make the victim system Lyapunov stable and
Lagrange stable; (4) decide the bound of the victim system’s
state and the relationship between the bound and the LRDoS
attack. We apply this methodology to examine a web server
and a feedback-control based IBM Notes server.

A. Steady-State Error

An LRDoS attack transmits intermittent attack pulses to a
target system. Let i, k € Z™, represent the interval between
the k' and (k + 1) attack pulses, during which the LRDoS
attack sends nothing. Note that the attack is not necessarily
periodic (i.e., 71 is not necessarily equal to x>, k1 # k2).
For simplifying the ensuing discussion, we assume that the
requests in each attack pulse have the same arrival rate,
denoted as A,. Then, we can model the LRDoS attack as
a sequence of Dirac signals: Z,fil Aao(t — Ty), where Ty
is the arrival time of the k'" pulse (i.e., Tx+1 — Tx = w).
An t# Ti
Aa +An t =Ty

We use capital letters to denote the Laplace transform of
a component (i.e., G(s) and H (s)) and the input (i.e., D(s)),
and employ * to denote the convolution operator. According
to Fig. 1, we have

[+ 3 iau(Tk)ﬁ_l[ﬁ((ss))H(s)]&(f —Tk),
additive Q,

Consequently, we have d(r) = [

ya(t) = r* + /111 Zk u(Tk)h(t - Tk)’

multiplicative Q,

L

[ — S04 Aau (T L™ B 10t — Ti) = 2 (),
additive Q,

—ha 2 u(T)h(t — Ti) % g(2),
multiplicative Q,

ua(t) =

L

Although a feedback control system aims at minimizing the
control error in the steady state, Proposition 1 shows that the
steady-state error e5(t)(= lim;_, « e(t)) cannot become zero
(i.e., the system cannot stay at or converge to the desired
state). More precisely, under an LRDoS attack, the control
error oscillates with the attack period, and its magnitude is
affected by A,. Hence, an attacker can cause different levels
of damage by varying the attack period and 4,.

Proposition 1: In the presence of an LRDoS attack, the
steady-state error e,(t), steady-state output y,(¢), and steady-
state control signal u(¢) oscillate according to the attack
period 1, k € ZT and A,.

B. Switched System Model

Let x(¢) be the system state consisting of y(z) and u(r)
[44]. A dynamic system is represented by x = f(x) and a
solution of this equation corresponds to a curve in the state
space that is also referred to as a system trajectory [44].
We use x(t) = x;(t) +x,(¢) and x'(t) = x;(t) + x, () + x4 (¢)
to denote system states in the absence/presence of an LRDoS
attack, respectively. x,, x,, and x, are system states caused by
zero input, normal requests, and attack requests, individually.

Compared with x(r), the extra component x,(¢) in x'(¢)
denotes discrete events in the system model f(x), because
its components (i.e., y,(¢) and u,(¢)) appear at Ty, k € Z™.
A continuous-time system with discrete switching events is
referred to as a switched system, which consists of a family of
continuous-time subsystems and a switching rule that governs
the switching between them [19], [45].

We first consider a family of subsystems given by x =
fp(x), where p € P, P is a finite index set, and for each
p € P, fp is Lipschitz continuous. A switched system consists
of a sequence of these subsystems

X = fo(x), (€]

where o (7) : [0, c0) — P is an index of the active subsystem.
When t € [t tit1), o(t) = ik, k,i € Z* (ie., the il
subsystem is active in ¢t € [f,f+1)). Hence, o(r) is a
piecewise constant. At time instant fx(, o () changes from
i to iry1, and therefore we call #, k € Z*, the switching
times. The state x(¢) of the switched system (1) is defined as
the state x;, (t) of the i,’ch subsystem when ¢ € [#, tx+1).

There are two types of switching points: time-dependent
switching point and state-dependent switching point. The
former is determined by attack pulses (i.e., switching happens
at Ty). The latter is caused by the system (i.e., s;, i € Z™).
We use #; to denote all switching points (i.e., tx = {7k, sk}).
For ensuring the causality of the switching times (i.e.,
trr1 > H > 0), we assume that if there are an infinite
number of switching times, there exists ¢ > 0 such that for
every constant 7 > 0 one can find a positive integer k for
which fry1 — 0 > > T.

C. Stability Analysis

Without loss of generality, we assume that the switched
system has multiple equilibrium points, each of which is a state
X. such that f(x,) = 0 [44], [46]. Some of the equilibrium
points result from the intrinsic feedback control mechanism
while others may be caused by the LRDoS attack. Note that the
steady state (i.e., the expected state) is one of the equilibrium
points [47]. We discuss the case when the switched system
has only one equilibrium point in the supplementary material.

We first prove in Proposition 2 the existence of LRDoS
attacks that can make the switched system (i.e., the system
under attack) Lyapunov stable by using the multiple Lyapunov
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function approach [48]. In other words, this finding indicates
the existence of LRDoS attacks that can cause the victim
system to stay at an equilibrium point other than the steady
state, because a Lyapunov stable switched system is stable at
any equilibrium point [48].

Besides Lyapunov stability, we also consider Lagrange
stability that refers to the stability of the trajectory, not the
stability of equilibrium points. For a Lagrange stable system,
its system state is bounded for every initial condition in
a neighborhood [20]. We prove in Proposition 3 that the
switched system’s trajectory is bounded and there exist LRDoS
attacks that can restrict the system trajectory to a level deter-
mined by the attacker as shown in Eqn. (2).

Proposition 2: Given that the victim system is Lyapunov
stable in the absence of LRDoS attacks, for each p € P
and every pair of switching times #; < f; where o(f;) =
o(tj) = p, if there exists an attack sequence {#;} such that for

alli,jeZ, tj —t; > N;"“, where ¢ > 0, N, is the number

of subsystems between ¢ € [¢;, ), and “j—; < Ke, ke > 0 for
any p1 # p2, then the victim system is Lyapunov stable in
the presence of LRDoS attack.

Proposition 3: Given that the victim system is Lyapunov
stable in the absence of LRDoS attacks, the victim system is
Lagrange stable in the presence of LRDoS attacks. Further-
more, if there exists an attack sequence {#;} such that for all
i,jeLt tj—1; > N‘;"“, where ¢ > 0, N, is the number of

v
subsystems between ¢ € [f;,1;), and v—i; < Ke, ke > 0 for
any pi # p2, then

1
x(1) < (k2 e N AT Y2 1x(0) = xgpl + [xepl. )

IV. ATTACKING A WEB SERVER

Besides the qualitative analysis of the impact of an LRDoS
attack on a general feedback control system, we further
quantify it through real systems. As web servers are becoming
the major platform for providing Internet services, we conduct
a comprehensive investigation into the impact of an LRDoS
attack on the web server described in [16]. As another exam-
ple, we investigate the impact of an LRDoS attack on an IBM
Notes server proposed in [21] (Section V). It is worth noting
that our methodology can be applied to other feedback-control
based Internet services.

For the web server, we address three challenging questions
that were not considered in [16].

1. Are there other types of LRDoS attacks besides the one
studied in [16]? If yes, what are they?

The stability analysis in Section III reveals that there are
other types of LRDoS attacks in addition to the one exam-
ined in [16], because the attack in [16] allows the system
to return to the steady state whereas Propositions 2-3 in
Section III-C prove that an LRDoS attack can force the system
to stay at an equilibrium point determined by the attacker.
Motivated by this insight, we identify three types of LRDoS
attacks in Section IV-B. It turns out that the attack in [16] is
one type of LRDoS attacks, which is less severe than the other
types in terms of the damage incurred to the web server.

o
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A web server and its parameter relationship. (a) A feedback

2. If the answer to the first question is true, what are the
impact and the effectiveness of these attacks?

As Section IV-B uncovers new LRDoS attacks, we quantify
their impact on the web server. It is non-trivial to model the
impact of these new attacks compared to the one in [16],
because for the new attacks we have to determine the system
state immediately before a new attack pulse arrives. For the
attack in [16], the system is in the steady state before a new
attack pulse reaches it. Motivated by Proposition 1 for the
general feedback control system, we prove in Proposition 4
(Section IV-C) that a periodic LRDoS attack will cause
the web server’s state to converge with a periodic solution.
Moreover, Proposition 5 gives closed-form equations for the
maximal and minimal values of the admission rate constrained
by different types of LRDoS attacks. Beside examining the
impact, we also investigate the effectiveness of the LRDoS
attacks by defining two metrics and modeling the relationship
between the metrics and the parameters of an LRDoS attack
(Proposition 6-7). The result implies the existence of optimal
attack patterns, which will be studied in future work.

3. What kind of LRDoS attacks can make the web server
under attack Lyapunov and Lagrange stable? What is the
bound of the state of the web server under attack?

Since Proposition 2 only proves the existence of such LRDoS
attacks, we determine the conditions for an LRDoS attack in
Proposition 8 and characterize the relationship between the
bound of the web server’s state and the parameters of an
LRDoS attack in Proposition 9.

A. The Web Server Model

Fig. 2(a) illustrates the web server model. It employs a
Proportional-Integral (PI) controller to adjust the admission
rate (i.e., a(t)) according to the difference between the desired
utilization (i.e., p*) and the actual utilization (i.e., p(t)), which
is affected by the number of backlogged requests. Therefore,
the system state can be described by the admission rate o (r),
the utilization p(¢), and the number of backlogged requests
n(t), as follows:

a(t) = K(p* —p(@)), a() €10, 1],
An(t)+ B if n(t) < v,
Cn(t)+ D if L2 > n(t) = v, ,p(t) €[0,1], (3)

. 1-D
1 if n(t) > >

w(t) = ia(t) — 1"V, n(@t) € [0, +o0), )

p) =
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where 1"V is the service rate and p(7) is a piecewise function
with constants A, B, C, D, and v.

Note that this system is the same as the one in [16],
except that we adopt a continuous-time model because it is
more realistic and assume that x"V is constant for analytical
tractability. Following [16], we assume that the arrival rate of
normal requests is a constant 1Y, We evaluate the effects of
stochastic arrival processes in Section VI-A and the supple-
mentary material. Similar to Section III, we assume the arrival
rate of attack requests in each attack pulse is a constant /131/\}.
We assume that the desired utilization p* lies in the range of
[Av+ B, 1]. It is easy to extend the result to the scenario when
p* is between 0 and Av 4 B. Fig. 2(b) shows the relationship
between p(t), p*, and n(t), where 1 > p* > Av + B.

B. Different Types of the LRDoS Attack

The goal of an LRDoS attack is to throttle the web server’s
admission rate so that requests from normal users are dropped.
To achieve this, an attacker sends intermittent attack pulses to
cause transient congestion in the web server, which forces the
server to decrease its admission rate.

On the arrival of an attack pulse, the server moves through
three different stages before returning to the steady state:
saturation, recovery I, and recovery II, as shown in Fig. 3. We
use 7"V1, n"V:2, and #"V-3 to denote the durations of these
three stages. The saturation stage begins right after the arrival
of an attack pulse. During this stage, the utilization equals 1
(i.e., p(r) = 1) and the admission rate decreases. After
p(t) < p*, the server enters two recovery stages consecutively,
during which the admission rate and the utilization restore
to the steady state. The difference between the two recovery
stages lies in the model for p(¢) and n(¢) in Eqn. (3).
Saturation stage: Once an attack pulse arrives, the system
enters the saturation stage with p(¢) = 1. The system state dur-
ing this stage is characterized by p(t) = 1, a(t) = K(p* — 1),
andn(t) = AV K (p* = D)2+ WV ao— V)t + (0 +2)V)ao,
where o¢ is the initial value of a(f) and the expression
for n(t) is obtained by substituting a(f) in Eqn. (4) and
then solving the differential equation. When the number of

backlogged requests is reduced to n(t) = (p* — D)/C if
p* > Av + B, we have p(t) < p* and this stage ends. "V>!
can be obtained by solving n(y"V>!) = (p* — D)/C with the
initial conditions [ag, po, no], where ag = a(07) = a(01),
ng = Y 4+ 2Mao + ny, and py = p(0*) = 1: at the
bottom of this page.

Recovery stage I: At the beginning of this stage, because
p(P"™"1) < p*, a(t) stops decreasing and begins increasing.
Consequently, p(t) also increases. The initial conditions for
this stage include n(n"V"'7) = n(?"V-'*) = IWa(V-11),
a@V'7) = a(@V) = a + K(p* — D™, and
p (V1) = AV a (V1) + B. The evolution of the system
state is given by p(t) = AV a(t) + B, a(t) = K(p* — p(1))
and n(t) = /Inwa(t) — "V, This stage ends when n(r) = v,
and then the system enters the recovery stage II. 77W’2 can
be obtained by solving p(#"V'?) = Av + B with the initial
conditions a(x"V"11), p(n"V-11), and n(n"V-11):

1 i Ainwa(nw’l) + B —p*
= n
ALVK Av+ B — p*

Recovery stage II: The differences between recovery
stages I and II lie in the parameters and the initial conditions.
The initial conditions here are a(n"V-27) = a(y"V:21) = 2,
pV27) = p(™*") = Av + B, and n(n"V?7)
a2ty = IWa@"W-*r) — V. This stage ends when
the utilization reaches the desired value. Thus, nW’3 can be
obtained by solving p(5"V+3) = p* with the initial conditions
a(n™V2), p(nV*), and n(n"V+2):

CiyVam™?) + D - p*
bp* — p*

w,2
n

|

wa_ |
CAVK

n )
where b ~ 1 and a(n
According to the relationship between the attack period
and the duration of the three stages, we identify three types
of LRDoS attacks that have different impacts on the web
server. Fig. 4 demonstrates the admission rate’s trajectory in
the presence of the different LRDoS attacks.
Type I attack: It has 7z < n,l/v’l + ;711{/\1,2. Under such
an attack, the admission rate’s trajectory involves two stages:
the saturation st%e and the recovw stage I, as illustrated in
Fig. 4. When 7, s Tkl < 7y Ay 17,1/\}’2, a new attack
pulse arrives during recovery stage I.

When 7441 < 7,7, a new attack pulse reaches during
the saturation stage. In this case, the system state oscillates
between the saturation stage and the recovery stage I for
k < ko, where ko is a finite constant. The reasons behind such
behavior are as follows. The (k+1)"" attack pulse arrives when
the system is still saturated due to the requests in the k' attack
pulse. Therefore, the admission rate continues decreasing and
the number of backlogged requests also decreases because
less requests are admitted. If 7341 < r]}(/\}’l holds for all the
attack pulses, a(¢) will be kept at zero. In the extreme case, it

W2y — o
g

w,l __

Wag— @) JWWVag — )2 -

2IVK (p* — (Y + 2V)ao +no — 252)

) )

VK (1= p*)
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Fig. 4. Three types of LRDoS attacks and their impact on the admission rate. (a) Type I attack. (b) Type II attack. (c) Type III attack.

becomes the flooding-based DoS attack. Such kind of attack
is not efficient because the majority of the attack requests will
be dropped. Therefore, we ignore this situation and redefine
the type I attack as 7711{/\/,1 < Tg+1 <V7\7]1/V’1 + 7711{/\/,2.

Type II attack: It has n}c/v’l + 177 < k1 < ;7}(/\}’ +
;7,1/\}’24—17,1/\}’3 . Then, the (k+1)"" attack pulse arrives when the
system is in the recovery stage II. In this case, the trajectory
involves three stages: the saturation stage and the recovery
stages I and II, as shown in Fig. 4. However, the admission
rate cannot restore to a¢, which is the desired value when
p = p*, because Tpi < '711/\}’1 + '7;1/\}’2 + ’7}{/\}’3~

Type III attack: It has 7341 > n}c/v’l +77,1/V’2+77}(/V’3. Then the
evolution of the system involves all four stages: the saturation
stage, the recovery stage I, the recovery stage II, and the steady
state, as illustrated in Fig. 4. Note that such an attack was
studied in [16].

1

C. The Impact of Periodic LRDoS Attacks

As it is easy for an attacker to launch a periodic LRDoS
attack that has a constant interval between attack pulses, we
analyze the impact of such attack on the web server and leave
the theoretical investigation of non-periodic LRDoS attacks to
future work. In Section VI and the supplementary material, we
evaluate different non-periodic LRDoS attacks and compare
them with the periodic LRDoS attacks through experiments.

We quantify the impact of a periodic LRDoS attack from
three aspects:

« Proposition 4 proves that the victim system’s state oscil-

lates along with the attack.

« Proposition 5 quantifies the range of the admission rate

under an LRDoS attack.

« Proposition 6 and Proposition 7 characterize the effec-

tiveness of an LRDoS attack.

Proposition 4: Under a periodic LRDoS attack, the web
server’s state converges with a periodic solution.

Proposition 5: If the web server is under a periodic LRDoS
attack, the maximal and minimal values of the admission rate
are shown in Eqn. (5) and (6). They increase with 7 and
decrease with 2V,

( Wby _ " =By ~ALVK (@M 4 p*—B
(@™ = G e T A
) type 1 aittack,
(@(V'2) = Epye CHTK =™y oD

type 11 attnack,

L type III attack,
(5)
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where a¢ is the desired value when p = p*, a(n"V'!) =
K(p* = DVl + ap and a(x™?) = (a("™)
p*ig)eiAﬂn KWW’Z p_*73
ALYV ALV
* W,1
Omin = K(P - 1)77 + Gmax- (6)

We verify o4, (i.e., Eqn. (5)) and a,,;, (i.e., Eqn. (6))
through simulation using the parameters from [16]. Fig. 5
and Fig. 6 show that the analytical results closely match
with the simulation results. We can see that both «;,,, and
omin increase with 7. The reason is that for the type I and
IT attacks a larger z will result in less damage. As shown
in Fig.5, with the same 7, a larger /1}1/\} will cause smaller
Omax and ai, because it imposes severer damage to the
server. For the type III attack, since a(f) can restore to the
steady value, a4, equals to that value regardless /1;/\}. As
shown in Fig. 6, although a,,;, will also converge to the
same value when 7 increases, a larger /IZV will lead to a
smaller a,,;, because it forces the server to further decrease
the admission rate. Comparing Fig.5 and Fig.6, we can see
that it takes a longer time for a;,x to converge than oy;,. It
is because the recovery procedure consists of two long stages
whereas o(t) quickly drops to a,i, on the arrival of attack
pulses.
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We define two metrics to characterize the
effectiveness of an LRDoS attack after the system
converges:

o The percentage of normal requests dropped due to the
ttack. & — Jo (@ —a () A)Vdt
attack. ¢ = T acavar
rate when the system is in the steady state in the absence
of LRDoS attacks.

e The number of dropped normal requests per attack
Jo (@C—a())A)Vdt

Jo AVo()dr

Propositions 6 and 7 prove that ¢ is a decreasing func-
tion of the attack period 7 while w is an increasing func-
tion of the attack period 7, respectively. That is, to drop
more normal requests, the attacker should adopt a shorter
period. In the extreme case, the attacker launches a flood-
ing attack, which leads to large cost in terms of sending
more requests and the high risk of being detected. We
will investigate the optimal attack strategy considering both
the effectiveness and the cost of LRDoS attack in future
work.

Proposition 6: After the system converges, ¢ is a decreas-
ing function of .

Proposition 7: After the system converges, y is an increas-
ing function of .

, where a° is the admission

request. y =

D. A Switched System Model

The above analysis shows that the web server experiences
several stages on the arrival of attack pulses. Therefore, we
model the system under attack as a switched system. We use
a(t) to represent the system state because it directly controls
the incoming requests and the switched model for a(z) is:

a(t) =K(p* —p()) (7)

Section IV-B indicates that p(¢) has different trajectories
and switching points in ¢t € [T, Tx+1). For the type I attack,
Wi, 1 W1 W2
n, o < Tkl <m0+ 07, we have

1,
pit) = [ Ada(r) + B,

Te <t < T+ V",
Tk+’711/v’1 <t < Tyt

There are two series of switching points: 7; denotes time-
dependent switching points caused by the arrival of the k"
attack pulse, and s; = Ty + r]}(/\}’l represents state-dependent

switching points due to the event p(¢;) < p*.
W1

For the type II attack, 77,1/\}’1 + 77}(/\}’2 S Tyl < M+
’7]1(/\},2 + ;7}{/\}3, we have
L, Te<t<Ti+n".
p(t) =1 Ala(t) + B, Tk—i-n}:v’l <t <Tp+ ;7,1/\}’1—1—;7,1/\}’2,

Cia(t)+ D, Titn) " 4n)V* <t < Tipr.

There are three series of switching points: Ty, s; =
W1 W1 w.,2
Ty +mn >, and sj41 = T +n, ° + 1, ", The first one
represents time-dependent switching points resulted from the
arrival of the k’" attack pulse while the other two are state-
dependent switching points caused by the event p(s;) < p*
and n(sj1+1) = v.

For the type III attacks, 7441 > ;7,1/\}’1 + 17,1/\}’2 + 17,1/\}’3, we
have

1, T, <t <Tk+n,1/v’1,
Ada(t)+B, Te+n¥' <t < Tetn) +0)V2
p(&) =1 Cira(®)+D, Te+n"'+5"% <1t < Tetn)"!
24V <t < Ty

P, Tk+n}fv’ +y

There are four series of switching points: Ty, s; = Ty + n}l{/\/,l’
siy1 =Ti + n,l/v’l + n,l/v’z, and sj40 =T + nZV’l + n,l/v’z +
;7,1/\}’3 . The first one denotes time-dependent switching points
due to the arrival of the k' attack pulse while the other three
represent state-dependent switching points caused by the event
p(sj) < p*, n(sjy1) = v, and p(sj41) = p*, respectively.

E. Stability Analysis

In Section IIT we prove the existence of LRDoS attacks that
can make the system under attack Lyapunov and Lagrange
stable. Here, the stability analysis provides the following
new results, including (1) the Lyapunov function (i.e., Eqn.
(8)) for proving the system’s stability; (2) the condition for
an LRDoS attack to make the web server Lyapunov sta-
ble (Proposition 8); (3) the relationship between the bound
of the system trajectory and the parameters of an LRDoS
attack (Proposition 9);

We rewrite Eqn. (7) as follows: (1) a(t) = fi(a) =
K(p* —1); ) a(t) = fala) = K(p* — Ada — B); (3)
a(t) = f3(a) = K(p* — Cia — D); (4) a(t) = fa(a) = 0.

The roots of f, = 0, p € {1,2,3,4} are the equilibrium
points, including a,; = 0, a., = %, O3 = p*c;f and
oe4 = 0. The system is Lyapunov stable if all the equilibrium
points are Lyapunov stable. In the following analysis we ignore
the case of f] because a(t) = K(p* — 1) implies that the
admission rate continuously decreases until a(¢) = 0. In other
words, the admission rate converges to 0.

To make the origin be the equilibrium point such that
fp(0) =0 for all p € {2,3,4} [44], we let x(t) = a(t) — aep
for o (t) = p, where acp, p = {2} for type I attack, p = {2, 3}
for type II attack, and p € {2, 3, 4} for type III attack, is the
equilibrium point of the switched system (7).

Proposition 8 establishes the connection between the Lya-
punov stability and the sequence of attack pulses by identi-
fying conditions on the attack periods. That is each interval
between two consecutive attack pulses should be larger than
the saturation period (i.e., Tgp+1 — Tx > ,]11(/\/,1 for all k). If
Tiy1 — Tk < ;7}(/\}’1, a(t) converges to zero.

Besides proving that the web server under attack is
Lagrange stable, Proposition 9 further establishes the relation-
ship between the bound of the system state and the parameters
of an LRDoS attack by proving a(t¢) is bounded in the
neighborhood of a.p. This result shows that an attacker can
tune an LRDoS attack for causing different degree of damage
to the web server.

Proposition 8: Let
V(o — aep) be

Vp(a — tep) = (@ — tep)?. (8)

the multiple Lyapunov function
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Fig. 7. Attacking an IBM Notes server. (a) The IBM Notes server model.
(b) System output in the presence of an LRDoS attack.

The switched system (7) is Lyapunov stable if 7z > 77,1/\}’1 for
all .
Proposition 9: Given the switched system (7) is Lyapunov
stable, it is Lagrange stable, and
o If 77,1/\}’1 < Tl < 77,1/\}’1 +77,1/V’2, (i.e., Type I attack), a(z)
is bounded by

* W, 1 P* - B —AIVK (1 —nw’l)
at) < (K(p™ = D> +oea— A/UZ/V )e k=1

p*—B
AV

+ k e R".

o If 7]11(/\/,1 + 77/1/\}’2 < Tkl < 77;1/\}’1 + 77,1/\}’2 + 77,1/\}’3, (ie.,
Type 1I attack), a(t) is bounded by

P =D WK (Vg2
a(®) < (o = ) Chn Klu—n V2
(1) =( i )
*
—D
+ 2
ca)
where @’ = (K (p* = )"V o3 — L f)e AR Kn™ 2 4
p*fB n
AT

o If 7j41 > n,l/v’l + 17,1/\}’2 + 17,1/\}’3, (i.e., Type III attack),
the system converges to a4 = p*.

V. ATTACKING AN IBM NOTES SERVER

IBM Notes has been widely used in enterprise networks
since its debut in 1989. In this section, we examine a
feedback-control based IBM Notes server proposed in [21],
which manages the tradeoffs between its response time and
throughput by controlling queue length. There are three major
difference between the IBM Notes server model (A) and the
web server model (W) analyzed in Section IV. First, they
serve for different applications. Note that A/ is an email server.
Second, they adopt different control models. W uses the PI
controller while N employs the I controller [2]. Third, attack
pulses enter the system through different operators. VW adopts a
multiplicative operator while N uses an add operator. Despite
these differences, our theoretical analysis and experimental
results illustrate that the LRDoS attacks can also cause severe
damage to the IBM Notes server.

A. The IBM Notes Server Model

Fig. 7(a) shows the IBM Notes server model [21], which
uses SERVER_MAXUSERS to regulate the number of users
permitted to access the server. After connecting to the server,
a user can send many remote procedure call (RPC) requests.

The number of in-process RPC requests is referred to as queue
length. After setting a desired queue length, the system adjusts
SERVER_MAXUSERS to make the real queue length, which
is measured through a sensor, converge to the desired value.
Parekh et al. suggested that in practice SERVER_MAXUSERS
should not be less than one in [21].

Let g(t), m(t), u(t) and m™ represent the actual queue
length, the measured queue length, SERVER_MAXUSERS, and
the desired queue length, respectively. The server employs
an integral controller to tune SERVER_MAXUSERS (i.e.,
u(t)) according to the difference between the desired queue
length (i.e., m*™) and the measured queue length (i.e., m(t)).
Let R, and R, denote the arrival rate of RPCs sent by a
normal user and an attacker, respectively. We use R to denote
the total arrival rate of RPCs. We consider the service rate ,uN
explicitly in the model following [49]. The continuous model
for the IBM Notes server is as follows:

q(t) = Ru(t) — N, q() =0
asm(t) = (as - 1)m(t) + (bsl + bs2)q0) - bszé(f),
m(t) >0

w(t) = Ki(m* —m()), u(r) =1

where ay, bs1, bgo and K; are constants.

B. Different Types of LRDoS Attacks

The goal of an LRDoS attack is to restrict
SERVER_MAXUSERS so that new connections from
legitimate users will be dropped. To achieve it, an attacker
sends intermittent attack pulses composed of RPC requests
through one or more established connections to inflate
the queue length, which will force the system to decrease
SERVER_MAXUSERS.

On the arrival of an attack pulse, the server evolves through
two different stages before returning to the steady state:
saturation and recovery, as shown in Fig. 3. We use nN o1
and 17/\/ 2 to denote the duration of each stage, respectively.
The saturation stage begins right after the arrival of an attack
pulse that increases m(t) and drives u(t) to um;, = 1 [21].
During the saturation stage, SERVER_MAXUSERS remains 1
and m(t) continually decreases. After m(t) < m*, the system
enters the recovery stage, during which m(¢) first decreases
due to small u(¢) and then increases towards m™*. The system
state in these two stages are described in Eqn. (9) and (10),
respectively.

g0 =R—N, q0)=0
asn'1(t) = (aS - l)m(t) + (bsl +bs2)q(t) - bSQC.I(t)’ (9)
m(t) >0

w(t) =0, u()=1

q(t) = Ru(t) — N, q(6)=0
asrh(t) = (aS - l)m(t) + (bsl +bs2)q(t) - bSQC.I(t)’ (10)
m(t) >0

u() = Kim* —m(t)), u(@) >1

Saturation stage: Once an attack pulse arrives, the system
enters the saturation stage that ends when m(t) < m*. r]N 1
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Fig. 8. Two types of LRDoS attacks according to the relationship
between the attack period and the duration of two stages. (a) Type I attack.
(b) Type II attack.

can be obtained by solving Eqn. (11).

as + Kibs1 — 1)

xp(B— 1)

0.5 0.5
« (cosh(AL 4 —5A43 G 427 o

ag _(u*)O.S as
where cosh(x) and sinh(x) are hyperbolic cosine and sine
functions. Ay, A, and A3 are a set of constants used in
this section. Please find their expressions in the supplementary
material because they are long and complicated.
Recovery stage: At the beginning of this stage, since
m(;r’v’l) < m*, u(t) increases. The queue length m(t)
keeps decreasing until m(r) = Iﬂ%bﬁ(u(t) — u(t)) and
then increases. u(t) increases until it equals to u®, where
w* = p=9-m* is the value of SERVER MAXUSERS
when the system is in steady state. ;TM 2 is the solution
of Eqn. (12).

cosh(AmN°2) — ag sinh(AmN°2) =0

12)

The two stages indicates that u(z) has two possible trajec-

tories in ¢t € [Tk, Tg+1). In the saturation stage, u(t) = 1.
In recovery stage, u(t) = eAO’COSh(A'QIffLS:"h(A'I)A3 + u*.
According to the relationship between the attack period and
the duration of two stages, we identify two types of attacks.
Fig. 8 shows SERVER_MAXUSERS’s trajectory under different
types of LRDoS attacks.
Type I attack: It has 7441 < nkN 14 772\[ 2 Under such
attack, SERVER_MAXUSERS’s trajectory involves two stages:
the saturation stage and the recovery stage, as illustrated in
Fig.8(a). More precisely, a new attack pulse arrives when the
system is still in the recovery stage.

When 1341 < nf/’ 'l the next attack pulse arrives during
the saturation stage. In this case, the system state oscillates
between the saturation stage and the recovery stage for finite
times k < kg, where kg is a finite constant. The reasons behind
such behavior are as follows. The (k+ 1)" attack pulse arrives
when the system is still saturated due to the requests in the k’"
attack pulse. Then, SERVER_MAXUSERS remains one, ¢(t)
keeps on decreasing as all new incoming users are rejected
except one (u(t) = 1). Consequently, the measured queue
m(t) keeps on decreasing. If 7341 < ;72\[ ‘! holds for all the
attack pulses, u(¢) will be fixed at one. In the extreme case, it
becomes the flooding-based attack. We exclude this case and
redefine the type I attack as ;72\[’1 < Tyl < ;72\[’1 + 7 2,
Type II attack: It has 41 > 7 Ay ni\/’z. The evo-
Iution of the system involves the saturation stage, the
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Fig. 10. Analytical and simulation results for u,,;, under LRDoS attacks
with different parameters.

recovery stage, and the steady state, as illustrated in
Fig. 8(b).

C. The Impact of Periodic LRDoS Attacks

Proposition 10 proves that the system’s state oscillates along
with the attack. Proposition 11 gives the maximal and minimal
values of SERVER_MAXUSERS in the presence of a periodic
LRDoS attack.

Proposition 10: Under a periodic LRDoS attack, the IBM
Notes server’s state converges with a periodic solution.

Proposition 11: 1f an IBM Notes server is under a periodic
LRDoS attack, the minimal value of SERVER_MAXUSERS is
one (i.e., Uiy, = 1) and its maximal value is:

er(z—nN")%wA3

: N1
_ Ao(r—nN’l) asi sinh(Ay (e —#">)) *
Umax = e Alas1bs) Az +u”,

Type I attack
u*, Type 1II attack,

We verify u,q, and u,,;, through simulation using the para-
meters from [21]. Fig. 9 and Fig. 10 show the analytical results
and the simulation results under LRDoS attacks with different
parameters. We can see that the analytical results match well
with the simulation results. When 7 < 130 minutes, the system
is under the type I attack. As shown in Fig. 9, in this case,
Umayx increases with 7 because a long attack interval means
the system has more time to recover u(t) toward the steady
value (i.e., a large u;qy). Moreover, a larger R;' results in a
smaller u,,,x because it causes more damage to the system.
By contrast, for the type II attack, different Ré\[ s result in
the same u,,,y, because u(t) restores to the steady value. As
shown in Fig. 10, if R{l\/ is large enough to drive the system
to enter the saturation stage, u;i, = 1 (i.e., the smallest value
of u(t) [21]). We demonstrate the result when Ré\/ is small in
the supplementary material and find that a small Ré\[ cannot
cause significant damage to the system. We define two metrics
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to quantify the effectiveness and the efficiency of an LRDoS

- N Jo W —u)dt N _ Jo wr—u@)dr
attack, including ¢*¥ = it = S RS0

where u* is the desired value of u(t).

and y

D. A Switched System Model

The above analysis shows that the system experiences
several states on the arrival of attack pulses. Therefore, we
model the system under attack as a switched system. We use
u(t) to represent the system state because it directly controls
the incoming connections and the switched model for u(¢) is:

w(t) = fpu), (13)

Section V-B shows that u(#) has different trajectories and
switching points in ¢ GN[Tk, Ti+1). For the type I attack,
M 1< Tkt < 1 1y M 2 we have

T, <t < Tk-f—iyiv’l,

1
u(t)=1 4os cosh(A11)—as, sinh(A N1
[eAO’COS ( ‘Qlai‘*léjlm A1) Ay 4 y*, T+, > <t <Tiyqr.

There are two series of switching points: T; denotes time-
dependent switching points due to the arrival of the k" attack
pulse, and s; = T+, )1 represents state-dependent switching
points caused by the event m(t;) < m*.

For the type II attack, 7x4+1 > nf/’ 1 ;72\[ ’2, we have
1, To <t <Te+ ",
eAO[ cosh(A11)—ay Sinh(Alt)A
u(t)= Ajag1 by 3 N
+u’*, Tk"r%’ <t < Tiy1,
u*, T+ ’]+'7kN’2§t <Tiet1-
There are three series of switching points: Ty, t; = Ty +
N1 o N1 N2
M, »and tjpp = Tp + . + . °". The first one denotes

time-dependent switching points due to the arrival of the k"
attack pulse. Others represent state-dependent switching points
caused by the event m(s;) < m* and m(tj 1) = m*.

E. Stability Analysis

We obtain the following results through stability analysis,
including (1) the Lyapunov function (i.e., Eqn. (14)) for
proving the system’s stability; (2) the condition for an
LRDoS attack to make the IBM Notes server Lyapunov stable
(Proposition 12); (3) the relationship between the bound of
the system trajectory and the parameters of an LRDoS attack
(Proposition 13);

We rewrite Eqn. (13) as follows: (1) u(t) = fi(u) = 0;
(2) u(t) = fa(u) = Ki(m* —m(1)); 3) u(r) = f3(u) =0.

The roots of f, = 0, p € {1,2,3} are the equilibriums
points, including ue; = 1, uer = u* and u.3 = u*. We ignore
the case of u.; because u(¢r) = 1 is a constant.

To make the origin be the equilibrium point such that
fp(0) =0 for all p € {1,2,3} [44], we let x(¢) = u(t) — uep
for o(t) = p, where ucp, p = {2} for the type I attack and
p = {2, 3} for the type II attack, is the equilibrium point of
the switched system (13).

Proposition 12 proves that an LRDoS attack with intervals
larger than the saturation period (i.e., Tp+1 — Tk > 1 o1
for all k) can make the system Lyapunov stable. In other
words, such LRDoS attacks can force the system to stay

away from the steady state. Otherwise, the attack becomes
the flooding-based DoS attacks and u(t) converges to 1.
After proving that the system under attack is Lagrange stable,
Proposition 13 further establishes the relationship between
the bound of the system state and the parameters of an
LRDoS attack by proving u(¢) is bounded in the neigh-
borhood of u.p. Such result allows an attacker to tune an
LRDoS attack for causing certain degree of damage to the
system.

Proposition 12: Let the multiple Lyapunov function V, (u—
Uep) be
14

The switched system (13) is Lyapunov stable if 7; > ;7?/’1

for all k.
Proposition 13: Given the switched system (13) is Lya-
punov stable, it is Lagrange stable, and
o If ;72\[’1 < Tyl < ;72\[’1 + nz\f,z’ (i.e., Type I attack), u(t)
is bounded by

Vp(u —uep) = (u — uep)2~

M(t) < eAO(TfylkN’l)
cosh(A; (zx — ¥°1)) — ag1 sinh(A (z¢ — 71)) A
3
Aras1bgi

+uen, k € R,

o If 7441 > r]iv’l + r]iv’z, (i.e., Type II attack), u(r)
converges to u*.

VI. EXPERIMENTS

We carry out extensive experiments to evaluate the LRDoS
attacks on the two servers. For the web server, we use the
parameters from [16]: A = 0.00267, B = 0.2, C = 0.024,
D=-14,0=75 K =0.01, u =90, and p* = 0.7. For
the IBM Notes server, we adopt the parameters from [21]:
ag = 0.6371, by = 0.1692, by = —0.1057 and K; = 0.1.
The major reason for using the parameters from the original
paper is that they make the system stable in the absence of
LRDoS attacks. It is worth noting that while practical feedback
control systems are necessarily stable [18] how to turn the
controllers’ parameters to make different systems stable is still
an active research topic [50], [51] and out of the scope of
this paper. In these experiments, we vary the parameters of
the LRDoS attacks and the input of legitimate users to the
servers, and examine the corresponding impact. Section VI-A
and Section VI-B present the Matlab simulation result of the
web server and the IBM Notes server, respectively. Due to the
page limit, we leave the testbed experiment results and many
other simulation results in the supplementary material.

A. Simulation Result for the Web Server Model

In Section IV, we analyze the effect of the attack period
on ¢"V (i.e., percentage of normal requests dropped) and y"
(i.e., number of normal requests dropped per attack request).
We evaluate such effect by launching LRDoS attacks with
AZV = 1000, 2000 requests per second and a wide range of
attack periods. Note that the AZVS are high enough to force the
web server to enter the saturation stage on the arrival of each
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Fig. 11. The effectiveness of LRDoS attacks with fixed intervals between
consecutive attack pulses: percentage of normal requests dropped.
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Fig. 12.  The effectiveness of LRDoS attacks with fixed intervals between
consecutive attack pulses: number of normal requests dropped per attack
request.

attack pulse. We also examine small 2"Vs that cannot saturate
the web server by individual attack pulse, and report the results
in the supplementary material. In the experiments, the attacker
sends either periodic pulses (in Fig. 11 and Fig. 12) or random
pulses. For the latter, the interval between consecutive attack
pulses follows exponential, normal and Pareto distributions.
We only show the results of the exponential distribution in
Fig. 13 and Fig. 14, and leave the others in the supplementary
material. Moreover, we simulate both constant and Poisson
arrival rate for normal requests.

Fig. 11 illustrates that ¢"V decreases with 7, because the
web server has longer time to recover its admission rate and
consequently takes in more normal requests. Hence, if an
attacker wants to cause more legitimate requests to be dropped,
she should use a smaller attack period. The extreme case is
the flooding attack, whose period is zero. We also observe that
#"V increases with 2"V, because a larger 1’V causes severer
damage. However, when we consider the attack cost (e.g., the
number of attack request), a shorter interval or a larger /IZV
may not be preferred. Fig. 12 shows that "V increases with 7.
That is, a larger attack period yields more damage per attack
request. Moreover, " converges to a constant as 7 increases,
because in this situation the attacks belong to the type III attack
and the web server can return to the steady state during the
intervals between consecutive attack pluses. In other words,
enlarging = will not increase the number of dropped requests.
Similarly, a larger /1}1/\} may not be cost-effective as Fig. 12
shows that y"V decreases with 1)V.

Fig. 11 and Fig. 12 illustrate the differences in the effective-
ness of LRDoS attacks due to the different arrival processes
of normal requests (i.e., constant-rate process versus Poisson
process whose mean value is equal to the constant rate). We
can observe from Fig. 11 and Fig. 12 that both ¢"V and y"
under the constant-rate process are less than those under the
Poisson process. The reason may be that the bursts in the
Poisson process were superposed on attack pulses and then
caused more normal requests to be dropped, not to mention

-
o
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Fig. 13. The effectiveness of LRDoS attacks with exponentially distributed
intervals between consecutive attack pulses: percentage of normal requests
dropped.
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Fig. 14. The effectiveness of LRDoS attacks with exponentially distributed
intervals between consecutive attack pulses: number of normal requests
dropped per attack request.

that the large bursts alone can also cause request losses in the
absence of attack.

Fig. 12 also shows that the difference for "V under two
arrival processes increases with 7. It may result from the
different types of the attack. More precisely, when 7 increases,
the attack evolves from type I, type II to type III. Under the
type III attacks, the total number of dropped normal requests
caused by each attack pulse is fixed if the arrival rate of normal
request remains constant. In contrast, the bursts in the Poisson
arrival processes along with the attack pulses may force more
normal requests to be discarded. Under the type I and II attacks
(i.e., 7 is small), the difference caused by different arrival
processes is not obvious, because the attack pulses lead to the
majority of dropped requests.

Fig. 13 and Fig. 14 illustrates similar results in terms of the
relationship between ¢"V (or y"V) with = when the intervals
between consecutive attack pulses follow the exponential
distribution. However, comparing Fig. 13 and Fig. 11, we find
that using the same 2"V the LRDoS attack with randomized
interval causes less damage than the attack with fixed interval,
especially for small 7. The reason may be that on one hand
when the interval is longer than the fixed attack period the
attack may allow the server to have more time to recover.
On the other hand, when the interval is shorter than the fixed
attack period, the current attack pulse may cause the server
to drop more attack requests in the next attack pulse, thus
moderating the attack damage. Moreover, similar to Fig. 12,
Fig. 14 shows that the difference for "V under two arrival
processes of normal requests (i.e., constant-rate process versus
Poisson process) becomes more obvious when 7 increases.

B. Simulation Result for the IBM Notes Server Model

For evaluating the vulnerability of the IBM Notes
server, we simulate normal users arriving at a rate of
An = 200 per minute and let the number of RPC requests
sent by each normal user follow the Poisson distribution
with a mean value of 5 RPCs, i.e. E[Rﬁ/’(t) = 5]. In this
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consecutive attack pulses: percentage of normal connections dropped.
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Fig. 16. The effectiveness of LRDoS attacks with fixed intervals between
consecutive attack pulses: number of normal connections dropped per attack
request.

experiment, there is only one attack connection because it
is enough for an attacker to cause damage by dispatching
high volume of RPCs in this connection. To make the attack
more stealthy, an attacker can dispatch those RPCs through
several connections. We vary the intervals between consecutive
attack pulses and Ré\[ (i.e., the number of RPC sent by the
attacker) to evaluate the effectiveness of LRDoS attacks. More
precisely, we let Ré\/ = 2000, 3000 requests per attack pulse
and examine a wide range of intervals that are fixed or random.
Note that these Ré\[ s are large enough to force the server to
enter the saturation stage on the arrival of each attack pulse.
The experimental results for small R{lv s are in the supplemen-
tary material.

Fig. 15 and Fig. 16 show the result for the LRDoS
attacks with fixed attack period. Fig. 15 demonstrates that ¢>N
increases with Ré\f and decreases with 7, meaning that to cause
more severer damage an attacker had better shorten the attack
period and adopt a larger Ré\/ . The reason is that a longer =
allows the server to increase SERVER_MAXUSERS to a larger
value until it reaches the steady-state value as demonstrated in
Fig. 8. In contrast, WN decreases with Ré\[ and increases with
7 as shown in Fig. 16. Therefore, a small R{lv and a large 7
could increase the efficiency of each attack request.

Fig. 17 and Fig. 18 demonstrate that the different arrival
processes of normal users did not lead to large difference
in q&N (or V/N ). It is due to the intrinsic feature of the
feedback controller in the IBM Notes server. More pre-
cisely, on one hand, when the number of incoming users
exceeds SERVER_MAXUSERS, the Notes server will handle
SERVER_MAXUSERS users and drop others no matter which
distribution iﬁ\/ follows. Note that since the mean of the
Poisson process is set to the same value as the constant-rate
arrival process, they will generate almost the same amount
of normal connections in a long period of time. On the
other hand, when the number of incoming users is less
than SERVER_MAXUSERS, A(¢) users will be taken in. We
call them active users. According to the system model in
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Fig. 17. The effectiveness of LRDoS attacks with exponentially distributed
intervals between consecutive attack pulses: percentage of normal connections
dropped.
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Fig. 18. The effectiveness of LRDoS attacks with exponentially distributed
intervals between consecutive attack pulses: number of normal connections
dropped per attack request.

Section V-A, we know that it takes a,/(bsoRK;) users to
reduce SERVER_MAXUSERS by one, because in stable stage
one additional active user results in bspR/ag increment in
the queue length and consequently bsr RK;/as increment in
SERVER_MAXUSERS. Therefore, if the bursts in the arrival
process of normal requests are less than ay/(bs2 RK;), there
will not be significant differences in SERVER_MAXUSERS.

We also evaluate the impact of the LRDoS attacks with
randomized intervals. Fig. 17 and Fig. 18 show the result
for the attacks with intervals that follow the exponential
distribution. Comparing Fig. 15 and Fig. 17 (or comparing
Fig. 16 and Fig. 18), we find that the relationship between
ngN (or I//N ) with Ré\[ and 7 is the same with periodic
attacks. However, the impact in terms of ngN and WN from
the attack with randomized intervals is relatively less than
those from the attack with fixed interval, especially in large
7. It may be due to the fact that the IBM Notes server just
limits SERVER_MAXUSERS instead of dropping RPC requests
sent by the attacker. In other words, one attack pulse will
not cause the RPC requests in the consecutive attack pulse to
be dropped. Hence, the slight difference may be just due to
the randomized interval. The results with other settings such
as different distributions can be found in the supplementary
material.

VII. DISCUSSION

The goal of this paper is to reveal the vulnerability of
feedback-control based systems to the LRDoS attacks through
theoretical analysis and then propose a new methodology to
quantify the impact of the LRDoS attacks on such systems.
Therefore, we assume that the feedback control model for the
victim system is available, such as, the web server model in
[16] and the IBM notes server model in [21]. However, some
feedback-control based systems may not have constructed the
model. For example, the system in [7] just measures the
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output (i.e., y(¢)) of the process (i.e., h(t) without giving
the equations of A(¢). In order to apply our methodology
to analyze such systems, users can first model /4(f) through
system identification [52]. There are also systems that do not
use feedback controller or employ other kinds of controllers,
such as adaptive control, model predictive control, robust
control, etc. Our methodology could not investigate the impact
of LRDoS attacks on such systems and we will examine them
in future work.

To simplify the theoretical analysis, we assume that the
arrival rates of normal requests to the two servers are constants.
Although this assumption may not be realistic, our analysis
sheds light on the impact of the LRDoS attacks. Other arrival
processes along with the attack may cause severer damage.
The reason is that the bursts in the arrival process of normal
users may be superposed on the attack pulses and consequently
cause more damage to the server, not to mention that the
large bursts alone may also affect the server. The experiment
results in Section VI demonstrate it. In future work, we
will enhance our model by considering more realistic arrival
process models.

VIII. CONCLUSION

We investigate the vulnerability of feedback-control based
Internet services to the LRDoS attacks. We first examine the
impact of the LRDoS attacks on a general feedback control
system and prove that LRDoS attacks can force the system’s
steady-state error to oscillate along with the attack. By mod-
eling the system under attack as a switched system, we prove
the existence of LRDoS attacks that can drive the system to a
state other than the desired state. Both the oscillation of steady-
state error and staying away from the desired state impair the
system’s performance. Then, we propose a novel methodology
to analyze the impact of LRDoS attacks on specific feedback
control systems. We obtain many new insights by applying
the methodology to examine a web server model and an IBM
Notes server model. In future work, we will investigate the
tradeoff between the effectiveness and the cost of LRDoS
attack, and design defense mechanism to mitigate the damage
of LRDoS attack.
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