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Abstract —Wireless networks are propelled to improve the network throughput effectively to face the challenge of sustaining the
rapid growth of data traffic and the high density of wireless nodes. Exposed terminals are a main source in wireless networks
that degrades the network throughput performance through excessively avoiding interferences and forbidding concurrencies. To
combat the exposed terminal problem and exploit the concurrent transmissions in wireless networks, we present the design
of Interference Resistant Multiple Access (IRMA) in this paper, which can achieve higher throughput compared to the 802.11
standard. By observing that nodes in current protocols waste transmission opportunities in two different scenarios, IRMA exploits
the concurrency in two aspects. IRMA proposes a signature detection method in the physical layer to combat control frames’
collisions, thus exploits the concurrency at the transmitter side. IRMA also designs a new NAV update scheme in the MAC layer
to differentiate the interference ranges of different transmission links, thus exploits the concurrency of all non-interfering links.
Experimental results based on USRP2 demonstrate the feasibility of the signature detection method, and simulations based on
ns-2 show that IRMA outperforms the 802.11 standard and other protocols significantly.
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1 INTRODUCTION

Nowadays, most wireless local area networks are organized
with the 802.11 standard [1], in which nodes use the carrier
sense multiple access (CSMA) to avoid collisions: Before
transmitting, a sender senses the medium to determine if a
nearby node is transmitting. If the channel is determined
idle, the node proceeds the transmission; otherwise, the
sender will defer until the end of the ongoing transmis-
sion. The CSMA can also be performed through a virtual
mechanism. The virtual carrier sense uses the exchange
of RTS and CTS frames to reserve the medium for the
actual data transmission. The RTS and CTS frames contain
a NAV field that defines the period of time that the medium
is to be reserved for the transmission of the actual data
frame and returned ACK. All nodes that receive the RTS
or CTS frames will keep silence during the NAV time to
avoid collisions. However, CSMA introduces the exposed
terminal problem that causes performance degradation, as
senders are prevented from transmitting data frames con-
currently even when their transmissions have no mutual
interferences [2].

This problem has attracted much attention [2]–[7] as
wireless networks should improve the performance effec-
tively to face the challenge of sustaining the rapid growth
of data traffic and the high density of wireless nodes.
Although the transmission rate in the physical layer has
been increased through advancing new technologies [1], [8],
the wasted transmission opportunities or collisions induced
by CSMA impede their effectiveness remarkably.

Our observations on the 802.11 standard reveal that
nodes waste transmission opportunities in two scenarios.

The first scenario occurs due to the collision avoidance of
control frames at the transmitter side. As shown in Fig. 1(a),
although the data frame collision only exists at the receiver
R, nodes that are in the carrier sense rangedCS of the trans-
mitter T should also be prohibited to transmit concurrently,
in order to avoid the ACK frame collision atT . Nodes
in the grey area waste their transmission opportunities, as
their concurrent transmissions will not interfere withR’s
reception of ongoing data. Specially, when there are only
two links T→R and T ′→R′ in the system, as shown in
Fig. 1(a), CSMA will lead to 50% performance degradation
due to the forbidden of their concurrent transmissions.

The second scenario occurs due to no differentiation
between interfering and non-interfering links. In wireless
communications, a collision (or interference) event indi-
cates the transmitted signal cannot be detected successfully,
that means, the received Signal to Interference plus Noise
Ratio (SINR) is below a threshold [9]. As indicated in [10],
the interference rangedIR of the receiver is proportional
to the transmitter-receiver distanced of the ongoing trans-
mission link. As shown in Fig. 1(b), ifd is fairly small,
dIR can be shorter than the transmission rangedT X [10].
However, under the 802.11 standard, nodes in the grey area
are prohibited to transmit concurrently although they are
more thandIR from the receiver and will not interfere with
the ongoing transmission linkT→R. Nodes waste transmis-
sion opportunities as the medium around the receiver has
been simply reserved through the CTS frame. Specially,
in a two link scenario shown in Fig. 1(b), CSMA also
causes 50% performance degradation through forbidding
the concurrency ofT→R andT ′→R′.

Our observations also reveal that nodes may induce
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Fig. 1. Two scenarios that nodes waste transmission opportunities and one scenario that nodes induce collisions.

unnecessary collisions due to no differentiation between in-
terfering and non-interfering links. As shown in Fig. 1(c),if
d is relatively large,dIR will be larger than the transmission
rangedT X. However, under the 802.11 standard, nodes in
the slash area are permitted to transmit packets although
they are less thandIR from the receiver and will definitely
interfere with the ongoing transmission linkT→R. Nodes
induce collisions as they cannot receive the CTS frame
correctly. Ref. [10] intends to solve this problem through
reducing the effective transmission range so as to make
dIR smaller than the real transmission rangedT X. However,
this mechanism will obviously prohibit more concurrent
transmissions and degrade the network throughput.

Recent studies that address the exposed terminal problem
fall into solving one or two of the above scenarios. SDN [3]
exploits non-interfering links that have no interferences
at both the transmitter and receiver sides for concurrent
transmissions. In SDN, each node constructs an interference
graph by periodically exchanging power-exchange packets
with nearby nodes. The node may transmit its own frame
if there is no interference between its transmission link and
any of current transmission links. However, SDN cannot
determine interfering links effectively whendIR is larger
than dT X. Meanwhile, it does not exploit transmission
opportunities at the transmitter side.

CMAP [2] considers two scenarios in Fig. 1(a) and
Fig. 1(b). It builds a conflict map for each node using
empirical observations of packet loss and uses the map to
differentiate between interfering and non-interfering links.
By listening to the ongoing transmissions and consulting
the map, nodes can decide whether to transmit data immedi-
ately or not. CMAP also exploits transmission opportunities
around the transmitter side, and tries to mitigate the ACK
collision at the transmitter through a window-sized ACK
and retransmission protocol. However, in the scenario of
Fig. 1(a), concurrent transmissions have a high ACK loss
rate, which causes many redundant retransmissions and
degrades the network throughput. Meanwhile, this protocol
still cannot prevent collisions in the scenario of Fig. 1(c).

In this paper, we propose Interference Resistant Multiple
Access (IRMA), a novel cross layer protocol, to improve
the throughput of wireless networks. Our protocol can
exploit the concurrency in both scenarios of Fig. 1(a) and
Fig. 1(b). IRMA combats the control frame collision at

the transmitter side by using a signature detection method,
in which nodes use known symbol sequences, called as
signatures, to convey information. When transmitting a
control frame, nodes need to map the control information
to dedicated signatures, attach the signatures to the frameat
the physical layer and send the frame out. When receiving
a control frame, nodes discern the signatures from the
incoming signals and convert the signatures to the original
control information. As signatures can be discerned in the
presence of strong interferences, IRMA can exploit concur-
rent transmissions by using signature detection method to
tolerate control frame collisions.

IRMA also exploits concurrent transmissions through
differentiating between the interfering and non-interfering
links in an easy way. IRMA allows the receiver to use
the CTS frame to reserve the medium for the transmitter’s
data transmission for the NAV time. Only the nodes in
the interference range of the receiver will update the NAV
state for keeping silence. IRMA further uses a new channel
access scheme for nodes to determine whether to initiate a
transmission or not when they intend to send a data frame.
Note that IRMA can differentiate between interfering and
non-interfering links even when the interference range is
larger than the transmission range, as the new designed
CTS frame can be detected correctly in very low SINR
environments. Thus, it can avoid collisions effectively in
the scenario of Fig. 1(c).

The paper makes the following key contributions:

• IRMA is the first protocol that can fully exploit
concurrent transmissions in the two scenarios shown
in Fig. 1(a) and Fig. 1(b), and avoid collisions in the
scenario shown in Fig. 1(c). IRMA exploits concur-
rency at the transmitter side as collided control frames
can be detected correctly using the signature detection
method. It also exploits concurrency in the network
through differentiating between interfering and non-
interfering links according to the ongoing transmission
link, no matter the interference range is larger or
smaller than the transmission range.

• IRMA discusses the scenario when nodes in the net-
work support multiple transmission rates to improve
the bandwidth efficiency. On the contrary, other pro-
tocols such as [2], [3] do not consider this situation.

• The paper quantifies the signature detection method
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through hardware experiments. The results demon-
strate the feasibility of our signature design as the
control frames’ signatures can be detected correctly
in the presence of strong interferences.

• The paper demonstrates IRMA’s significant throughput
improvement through simulations. The results show
that IRMA can outperform both 802.11 standard pro-
tocols under different network topologies and different
transmission rates.

The rest of this paper is organized as follows. Section
2 briefly introduces the background knowledge of the
signature detection method. Section 3 gives an overview of
the IRMA architecture and mechanism. Section 4 describes
the design of IRMA in detail. Section 5 demonstrates
the feasibility of the signature detection through hardware
experiments. Section 6 evaluates the performance improve-
ment of IRMA through simulations. Section 7 gives the
related work. Section 8 concludes this paper and puts future
work.

2 PRELIMINARY

In this section, we will give some background of cross
correlation used in the signature detection process.

The signature detection process in our protocol is to
discern a known signature from the incoming signals,
and then recover the original information. We propose
to accomplish the process of discerning the signature by
exploiting the cross correlation, which is commonly used
for searching for a known feature in a long duration sig-
nal [9]. Cross correlation has already been used in preamble
synchronization, which is to accomplish the physical carrier
sense mechanism in the 802.11 standard [1]. It also has
some applications in recent works such as [5], [11]–[15].
In the signature detection process, the cross correlation will
be conducted between the incoming signal and the known
signature. A spike may appear if the signature is presented
in the incoming signal. Therefore, nodes can determine the
presence or absence of a signature in the received signal
through this cross correlation operation.

A wireless signal is typically described as a stream
of complex numbers, and the bit sequence of the signal
should be mapped into a series of complex symbols in
the digital modulation process. At the receiver, after RF
down-converter and sampler in the demodulation process,
the signal is represented as a series of complex samples,
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which may differ from the transmitted symbol sequence
in amplitude, phase, and frequency. Supposex[n] is the
complex number that represents thenth transmitted symbol,
the corresponding received sampley[n] can be denoted as:

y[n] = Hx[n]e j2πnδ f T
+ w[n],

where H is the channel attenuation factor,δ f is the fre-
quency difference between the sender and receiver,T is
the sampling period, andw[n] is the background noise,
which contains the thermal noise and interferences from
other concurrent transmissions.

Suppose two nodesS 1 and S 2 transmit signals simul-
taneously, and are both received at nodeR. Suppose the
transmitted symbol isx1[n] in S 1, and x2[n] in S 2, then
the received signal atR is

y[n] = H1x1[n]e j2πnδ f 1T
+ H2x2[n]e j2πnδ f 2T

+ w[n].

As δ f can be estimated based on the history information,
according to which we can compensate the frequency offset
of the received signal, we will omit it in the following
equations.

Let the sampless[k], 1 ≤ k ≤ L, refer to a known
sequence, ands[k] be the complex conjugate ofs[k]. We
can define the cross correlation of signalss and y at the
position∆ as:

Rx(∆) =
L
∑

k=1

s[k](H1x1[k + ∆] + H2x2[k + ∆] + w[k + ∆]).

When the transmitted signalx2 from S 2 matchess at the
position∆′, we can get:

Rx(∆′) =
L
∑

k=1

s[k](H2x2[k + ∆′]) = H
L
∑

k=1

|s[k]|2.

The correlation valueRx(∆′) is the sum of energy of this
segment of signal, and it reaches a peak value if the known
sequence appears in the received signal. If not,Rx(∆′)
would be close to zero as the received signal is independent
of the known sequence. The valueRx(∆′) can be normalized
by the signal strength ofs, as RN(∆′) = Rx(∆′)

H
∑L

k=1 |s[k]|2 [13].
Practically, the valueRN(∆′) is compared with a constant
thresholdβCorr to detect the known sequence: IfRN(∆′) is
aboveβCorr, the known sequence is detected in the received
signal at position∆′.

Different thresholds may lead to different signature de-
tection results. As shown in Fig. 2, a higher threshold
βCorr(high) increases the probability of a false negative error
(a signature that is in the received signal is missed), and
a lower thresholdβCorr(low) increases the probability of a
false positive error (a signature that is not in the received
signal is mistakenly detected). We should mitigate both
errors in the signature detection design.

3 OVERVIEW OF IRMA
In this section, we first introduce the architecture of IRMA
protocol and overview the IRMA mechanism through an ex-
ample for ease of understanding, then discuss the scenario
when multiple transmission rates can be supported in the
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Fig. 3. System architecture of IRMA. Comparing
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network. Based on that, we summarize the key information
that should be detected using signature detection method
(SDM) in the case of collisions for the IRMA protocol
design.

3.1 Architecture of IRMA

Fig. 3 briefly illustrates the architecture of IRMA. Com-
pared with the 802.11 standard, IRMA needs new blocks
to accomplish the protocol.

Under the 802.11 standard, when a transmitter begins to
transmit a frame, it first generates a MAC protocol data
unit (MPDU), then adds a physical layer header, finally
transmits the frame out after modulation. For a control
frame to be transmitted, IRMA will attach signatures,
which represent specific control information, to the standard
frame before modulation. A new channel access scheme
in the MAC layer is designed to achieve more concurrent
transmissions and avoid data collisions.

In the receiving process, after completing the preamble
synchronization, the receiver begins to demodulate the sam-
ples in the MPDU field. At this time, IRMA lets the receiver
perform the SDM to discern the signatures at specified
positions of the incoming samples after the preamble, then
recover the original information. The outputs of MPDU
demodulation and signature detection are both used for
the MAC disposal. A new differentiated NAV state update
scheme in the MAC layer is designed to distinguish the
interfering and non-interfering links around a node, while
the results can assist the channel access scheme to make
proper decisions.

3.2 Overview of IRMA Behavior

IRMA uses RTS/CTS/DATA/ACK four-way handshake
mechanism for the medium access and data transmission.
Physical carrier sense is disabled by IRMA as the interfered
control frames at the transmitter side can be detected
correctly using SDM. Moreover, all the new components
in Fig. 3 work collaboratively to increase concurrent trans-
missions.

R1

S1

S2

R2

RTS

DATA

CTS

ACK

DATAS1

R1

S2

R2

Only signatures can be detected

t

t

t

t

t
S3

RTS

CTS

S3

CS
d

IR
d

IR
d

TX
d

CS
d

TX
d

S4

S4
t

Whole packets can be decoded

Fig. 4. A scenario of IRMA, where S 1 and S 2 are
exposed terminals when they transmit data to R1 and
R2 respectively. IRMA permits their concurrent trans-
missions. Note that S 3 is out of the interference range
dIR of R1, but in the interference range dIR of R2.

For ease of understanding, we illustrate the IRMA mech-
anism in a typical scenario with the time sequence diagram
of each node, as shown in Fig. 4:S 1 andS 2 are exposed
terminals as they intend to transmit data toR1 and R2,
respectively. Their concurrent transmissions are permitted
by IRMA. S 3 can interfere withR2’s data reception, but it
cannot interfere withR1’s reception.S 4 may also interfere
with R2’s data reception. Comparing to the 802.11 standard,
IRMA works differently, which is illustrated as follows:

• If S 1 wants to transmit data toR1, the transmission
can be permitted by the channel access scheme asS 1’s
NAV state is zero. It then sends a RTS frame after a
backoff time to initiate the transmission, and begins to
transmit data frame after receiving the CTS feedback
from R1 successfully. AlthoughS 3 (which acts asT ′

in Fig. 1(b)) is in the transmission rangedT X of R1 and
can receive this CTS message, it should not update its
NAV state, as it is outside the interference rangedIR of
R1. Note that althoughS 2 is out ofdT X of R1, it can
also detect this CTS message correctly using SDM. It
should not update its NAV state as it is also outside
dIR of R1.

• During the data transmission fromS 1 to R1, although
S 2 (which acts asT ′ in Fig. 1(a)) is in the carrier
sense rangedCS of S 1 and determines the channel
to be busy, it can be permitted to transmit data to
R2 by the channel access scheme as its NAV state is
zero.S 2 then sends a RTS frame after a backoff time
to initiate its transmission. The corresponding CTS
feedback fromR2 will be interfered atS 2 by the data
transmission fromS 1. However, this interfered CTS
can be detected correctly using SDM. Therefore,S 2
can continue the data transmission toR2 accordingly.
Note thatS 3 andS 4 (both act asT ′ in Fig. 1(c) here)
can also detect the CTS frame correctly using SDM
and get the NAV information, although they are out
of the transmission range ofR2. They should update
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their NAV states to keep silence, as they are both in
the interference rangedIR of R2.

• After finishing the reception of the data frame,R1
will reply an ACK to S 1. The ACK frame would be
interfered atS 1 by the data transmission fromS 2. This
interfered ACK can be detected byS 1 using SDM,
completing the transmission successfully.

From this scenario, we can see that three key control in-
formation should be detected correctly from the CTS/ACK
frames even when they are under collisions. The first one
is the receiver address (RA) of the CTS/ACK frames. The
nodes (such asS 1 and S 2 in Fig. 4) should be able to
obtain the RA information in the CTS frame to check if
it is the target of this frame even when the CTS frame
is interfered by other transmissions. Meanwhile, the RA
information in the ACK frame notifies the node that its data
frame has been received correctly. The second one is the
NAV information in the CTS frame, with which nodes that
do not involve in the RTS/CTS handshake (such asS 3 in
Fig. 4) can update their NAV state to keep silence. The third
one is the interference range of the ongoing transmission
link, which should be obtained by the nearby nodes as an
input to the channel access scheme so that they can make
a proper decision on accessing the channel concurrently
while avoiding interferences.

3.3 Multi-rate Support

According to the 802.11 standard [1], nodes in wireless
networks can support multiple data rates through different
modulation schemes and coding rates. A higher data rate
can bring a dramatic increase in bandwidth efficiency.
TABLE 1 lists several data rates and modulation schemes
that 802.11a supports [1], [16]. The choice of which rate to
be used depends on the current channel environment. The
rate of each transmission link in the network can either be
configured manually or selected automatically [17].

TABLE 1
Several Data Rates and Modulation Schemes That

802.11a Supports.

Data rate
(Mbps)

Modulation
scheme

Coding rate SINR
threshold(dB)

6 BPSK 1/2 6.02
9 BPSK 3/4 7.78
12 QPSK 1/2 9.03
18 QPSK 3/4 10.79
24 16-QAM 1/2 17.04
36 16-QAM 3/4 18.80
48 64-QAM 1/2 24.05
54 64-QAM 3/4 24.56

The 802.11 standard supports multiple data rates as
follows [1]: All the control frames and DATA frames have
a PLCP header, which contains an 8-bit signal field that
indicates the selected rate at which bits in the MAC layer
will be transmitted. When a node begins to transmit a
frame, it first transmits the PLCP preamble and PLCP
header at the minimum rate (such as 6Mbits/s in 802.11a),
then switches to the selected rate in the signal field to

transmit the following bits. In the receiving process, after
detecting the PLCP preamble and PLCP header correctly,
the node switches to the rate in the signal field to receive
the following bits.

In IRMA, different data rates will severely affect the
behavior of nearby nodes around the transmission link. As
shown in TABLE 1, the SINR threshold increases along
with the increase of the transmission rate when different
modulation schemes are adopted. That means, in Fig. 4,
althoughS 3 is out of the interference range ofR1 when
the transmission rate ofS 1→R1 is low (such as 6Mbits/s in
802.11a), it can have a high probability to be in the interfer-
ence range ofR1 when the transmission rate increases to a
higher value. Meanwhile, the NAV information should also
be adjusted according to the rate. As the transmission rate
will strongly affect the NAV information and interference
range, it should be carried in the CTS frame, and also
be detected correctly in the case of collisions, so that
the nearby nodes can make a proper decision to exploit
concurrency and avoid interferences.

4 DESIGN OF IRMA PROTOCOL

This section describes the design of the IRMA protocol.
We first accomplish the control frame design according
to the analysis in Section 3, then we discuss the new
blocks of IRMA (gray-color blocks shown in Fig. 3),
including signature attachment, signature detection method
(SDM), channel access scheme, and differentiated NAV
state update. In the end, we discuss an address conflict
problem when multiple nodes choose the same signature
as their own addresses.

4.1 Control Frame Design

In Section 3, we have summarized four key control infor-
mation that should be detected correctly when a collision
occurs: the receiver address (RA), the NAV information,
the interference range and the transmission rate. Therefore,
we design new control frames to make these control in-
formation detectable using SDM. We add some new fields
to the 802.11 standard control frames, as shown in Fig. 5.
In the transmitting process, these new fields are filled with
signatures that carry specific control information. In the
receiving process, nodes can recover the information after
discerning signatures in corresponding fields.

For the new RTS frame, we attach a new field called
TA(S) to the tail of the frame in the physical layer, as
shown in Fig. 5(a). A transmitter will assign a signature,
which represents its own address, in the TA(S) field of the
RTS frame. For the new CTS or ACK frame, three new
fields RA(S), NAV(S) and EXT(S), which are also filled
with signatures, are attached to the tail of the frame, as
shown in Fig. 5(b). RA(S) indicates the receiver address
of the frame, which will be filled directly with the TA(S)
signature derived from the received RTS frame. NAV(S)
indicates the NAV information represented by a signature.
EXT(S) carries the combined information of both the data
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rate and interference range (IR) of the ongoing transmission
link1.

Each of the TA(S)/RA(S), NAV(S) and EXT(S) needs
a group of global-unique signatures to represent their in-
formation. We design a signature setS Addr = {s1, . . . , sp}
for TA(S)/RA(S). A node can randomly select a signature
si(i = 1, 2, ..., p) from the set as its own signature, and put
it in the TA(S) field when sending a RTS frame.

We then design a signature setS NAV = {s1, . . . , sq, sACK }
for NAV(S), wheresk(k = 1 ∼ q) represents the NAV time,
andsACK is a unique signature specially used to differentiate
the CTS and ACK frames. With thesACK , the node, such as
S 3 in Fig. 4, will not misinterpret theR1’s ACK feedback
as a CTS frame when a collision occurs.

We also design a signature setS EXT = {S m×n} for
EXT(S), to represent the combination of the data rate and
interference range:

Sm×n =
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where si j is a signature, the rate indicatori represents a
data transmission rate, and the IR indicatorj represents
an interference range. Here,m and n denote the maximal
values ofi and j, respectively.

We next illustrate the design of the NAV(S) and EXT(S)
in detail. To simplify the description of the system, we
denote the selected data rate asvb, the corresponding
transmission range asdT X(vb), and the corresponding SINR
threshold asβS INR(vb), respectively.

4.1.1 NAV(S) Design

We design a set of signatures to represent different trans-
mission durations (the NAV time). As the length of MPDUs
cannot exceed a thresholdlmax according to the 802.11
standard, the MPDU transmission time is upper-bounded by
lmax ·8/vb. We define the maximum data frame transmission
time astmax = lmax · 8/vb + tPHY , wheretPHY is a constant
time for transmitting the PLCP preamble and PLCP header.
We divide tmax into q segments, each of which lasts for
LNAV = ⌈ tmax

q ⌉. Therefore, each NAV timetNAV can be
mapped to a specific NAV indicatork = round( tNAV

LNAV
), and

1. Though we can use two different signatures to carry both information,
we use one EXT(S) signature in this paper to reduce the introduced
transmission overhead of signatures.

sk in the signature setS NAV will be filled in the NAV(S)
field of the CTS frame to carry the NAV time information.

4.1.2 Data Rate Indicator Design

The data rate indicatori represents the selected data ratevb

for the following data frame transmission. All the nearby
nodes received the CTS frame should firstly obtain the
data rate information, then recover the NAV time and
interference range accordingly.

Each 802.11 standard can support different data rates
vb. In this paper, we use the 802.11a as an example. It
can only support eightvb values ranging from 6Mbits/s to
54Mbits/s, as shown in TABLE 1. We set the indicatori
with the value of 0∼ 7 to represent the eightvb values
respectively.

4.1.3 IR Indicator Design

The IR indicator j represents the interference range of a
receiver of the ongoing transmission link, with which each
node around the receiver can make a proper decision about
whether its transmission will interfere with the ongoing
transmission link.

In this paper, we use the two-ray ground propagation
model [18], which is widely adopted in wireless network
research studies (such as [3], [10]) as well as the network
simulators (such as ns-2 [19]). Based on this model, the
receiving powerPr of a signal is inversely proportional to
the distanced between the transmitter and receiver, i.e.,
Pr = PtGtGr

h2
t h2

r

dα , wherePt is the transmission power,Gt

and Gr are antenna gains of the transmitter and receiver
respectively,ht and hr are the heights of both antennas,
α is a factor larger than 2 and reflects the attenuation
degree of the signal. Here, we assume all the nodes in
the network are homogeneous, i.e., all the radio parameters
are the same at each node, all the antenna heights are the
same, and all the nodes have the same fixed transmission
power Pt. Thus, we can simplify the equation to calculate
Pr as Pr = c Pt

dα , wherec is a constant. We also assume the
radio channel is symmetric, i.e., the signal has the same
propagation attenuation in both directions. Here we should
admit that if the assumptions do not hold, the calculated
interference range in the following parts may be deviated
from the real one, thus either leading to collisions or losing
some concurrent transmission opportunities, both of which
will pull down IRMA’s performance.

If a node receives a RTS frame, the receiving powerPr
is obtained, and the data rate can be determined to bevb.
The node first usesPr to compute its distanced from the
sender. Then, according to the physical interference model,
it computes the interference rangedIR of this transmission
link using the formula below:

S INR =
c Pt

dα

c Pt
dαIR
+ PI + PN

≥ βS INR(vb),

wherePI indicates the cumulated interference power from
other concurrent transmissions,PN is the thermal noise
power and it can be ignored. SupposePI is negligible
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comparing withc Pt
dαIR

, we have:

S INR ≈
c Pt

dα

c Pt
dαIR

= (
dIR

d
)α ≥ βS INR(vb),

which means only nodes that are at leastdIR = d ·
α
√

βS INR(vb) away from the receiver are permitted to trans-
mit concurrently. Note that the thresholdβS INR(vb) is related
to the selected data ratevb. Generally, the transmission link
with highervb has a larger interference range.

Oncevb is determined, the transmission rangedT X(vb) is
also fixed. Then, the maximum interference range is

dIR max = dT X(vb) · α
√

βS INR(vb). (1)

We dividedIR max into n segments, each of which has a
length LIR = ⌈ dIR max

n ⌉, then each interference rangedIR can
be mapped to a specific IR indicatorj = ⌈ dIR

LIR
⌉.

It is noted that in certain real scenarios, the real in-
terference range may be larger than the calculateddIR,
which is d · α

√

βS INR(vb), due to multiple nodes’ concurrent
transmissions (PI is not negligible). This problem can be
partially mitigated since the interference range information
carried by j is generally larger thandIR. Moreover, the
problem can also be mitigated by using a higherβS INR(vb)
when calculatingdIR, which makes the transmitter convey a
larger interference range information in the CTS. The value
of βS INR(vb) that can maximize the performance should be
determined by the real network scenarios.

4.2 Signature Attachment

Fig. 3 shows that when a transmitter/receiver intends to
transmit a control frame RTS/CTS/ACK, it will generate
specific signatures and put them in the corresponding fields
according to the format of these frames shown in Fig. 5.

When a transmitter intends to send a RTS frame for
initiating a transmission, it randomly selects a signature
from the signature setS Addr as the TA(S), trying to make the
signature unique in the vicinity of the transmitter/reciever
each time.

Upon receiving a RTS frame, a node first checks if it
is the designated receiver. If the node is the designated
receiver, it will generate a CTS frame with required sig-
natures. It fills the RA(S) field of the CTS frame with
the TA(S) that is directly obtained from the received RTS
frame.

For the NAV(S) field of the CTS frame, it calculates
its NAV time tNAV according to the NAV time set in the
RTS frame, by subtracting the SIFS and the transmission
time of the CTS frame. It then calculatesLNAV to be⌈ tmax

q ⌉,
according to the selected data transmission ratevb. The
resultant time duration is mapped to a NAV indicatork =
⌈ tNAV

LNAV
⌉, and the signaturesk of S NAV is put in the NAV(S)

field.
For the EXT(S) field, the node first sets the rate indicator

i according to the selected data ratevb. It then calculates
the interference rangedIR through the receiving power of
the RTS frame andvb, then mapsdIR to an IR indicatorj =
⌈ dIR

LIR
⌉. The signaturesi j of S m×n is put in the EXT(S) field.

The node finally replies this CTS frame to the transmitter.
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Fig. 6. The signature detection method that discerns
a known signature si from the incoming samples and
recovers the original information. The signature set
here is {s1 . . . sl}.

Similarly, when the node intends to reply an ACK frame
after a successful data reception, besides the RA(S) field,
it puts the sACK signature in the NAV(S) field and then
broadcasts it.

4.3 Signature Detection Method

Since signatures that carry useful information are attached
in control frames when they are transmitted, nodes can use
the SDM to discern these signatures from incoming control
frame’s samples and recover the original information.

We construct three signature setsS Addr, S NAV andS EXT ,
containingp, q + 1 andm × n signatures, respectively. To
illustrate the SDM in general, we assume the number of
signatures in a signature set isl. The SDM first discerns
which signature can be found in the incoming samples. As
shown in Fig. 6, the cross correlation is conducted between
the incoming samples and each of thel known signatures,
the outputs ofl correlation valuesRs1, . . . ,Rsl are compared
with the thresholdβCorr. We select thesi which has the
maximum valueRsi among those ones that exceedβCorr.
Fig. 7 demonstrates an example of SDM in whichl equals
to 16. Although bothRs5 and Rs8 are over the threshold
βCorr, we decides5, whose correlation result is maximum,
is in the received signal.

As all the signatures have their fixed positions after the
preamble field in the control frames, as shown in Fig. 5,
nodes can easily obtain the positions of signatures by
offsetting the fixed number of samples after the position
of the preamble is determined. Thus, the SDM only needs
to cross-correlate the “cut samples” (i.e., the fixed-length
samples at certain positions) of the incoming signal with
the known signatures. This mechanism makes the compu-
tational complexity of the SDM in the order of the size of
the signature set.

For the TA(S), since IRMA does not permit the RTS
frame to be collided at the receiver, TA(S) can be easily
decoded by the receiver.

For the detection of the RA(S), the correlation process
should just be performed one time between the incoming
cut samples at the RA(S) field and its own signature. The
node simply determines itself to be the designated receiver
of the frame if the correlation value exceedsβCorr.

For the detection of the NAV(S), the node should perform
the correlation processq+1 times between the incoming cut
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Fig. 7. An example of the signature detection method.

samples at the NAV(S) field and each signature inS NAV .
If the discerned signature issACK , the node determines the
received frame to be an ACK. If the signature is a signature
sk in S NAV , the node determines the received frame to be
a CTS, then calculatesLNAV to be ⌈ tmax

q ⌉, and converts the
NAV time to be k · LNAV . Note thattmax is determined by
the data ratevb, which can be obtained after detecting the
EXT(S) field.

For the detection of the EXT(S), the node should perform
the correlation processm × n times between the incoming
cut samples at the EXT(S) field and each signature in
S EXT . If the signature is a signaturesi j of S m×n, the
node first determines the data rate of the corresponding
transmission link to bevb according to the rate indicatori,

then calculates theLIR to be⌈ dT X(vb)· α
√
βS INR(vb)

n ⌉, and converts
the interference range to bej · LIR.

4.4 Channel Access Scheme

IRMA disables the physical carrier sense and only relies on
the NAV state, which is set by the virtual carrier sense, to
avoid the interference caused by data transmissions. When
a node intends to send a data frame, it first checks the NAV
state and waits the NAV state to become zero. Then, it will
initiate a RTS transmission after a backoff time.Meanwhile,
when a node receives a RTS and detects the frame correctly,
it should also check the NAV state, and respond a CTS after
SIFS if the NAV state is zero.

The NAV state in IRMA is merely updated by the NAV
or NAV(S) field in the CTS frame, which is different from
the mechanism used in the 802.11 standard, where the NAV
state is updated by the NAV field in either the RTS or
CTS frame. Since IRMA permits concurrent transmissions
at the transmitter side, the NAV field in the RTS frame is
not used to update the NAV state. It is also conditional
in IRMA to use the detected NAV or NAV(S) value in
the CTS frame to update the NAV state, as it may make
nodes miss transmission opportunities. As shown in Fig. 4,
whenR1 replies a CTS toS 1, S 2 also detects the EXT(S)
correctly. AsS 2 does not interfere withR1’s data reception,
it will miss a transmission opportunity if its NAV state
is updated by the NAV(S) field of the received CTS. To
make a proper channel access decision, we propose the
following differentiated NAV state update scheme to solve
this problem.

4.5 Differentiated NAV State Update

In this scheme, upon receiving a CTS frame, nodes that
are in the interference range of the ongoing transmission
link should update their NAV states, while other nodes
do not update the NAV states so that they do not waste
transmission opportunities.

When the EXT(S) field in the CTS frame is detected to
be si j, the transmission rate can be determined to bevb ac-
cording to the indicatori, and the interference rangedIR can

be determined to bej · LIR, whereLIR = ⌈
dT X(vb)· α

√
βS INR(vb)

n ⌉.
We use a thresholdβrCTS to represent the signal strength at
a position which isdIR away from the CTS transmitter, that
is, βrCTS = PtGtGr

h2
t h2

r

dαIR
. By comparing the signal strength

of the received CTS frame withβrCTS , a node can decide
whether its concurrent transmission would interfere with
the ongoing transmission link or not. The signal strength
of the CTS frame in the presence of an interference can be
obtained through an easy way: As a sharp change appears
in the amplitude variation of the received signal when a
new frame arrives [20], together with the signal strength
before and after the sharp change, we can determine what
the frame’s power level is.

For the scenario shown in Fig. 4, bothS 1 andS 3 can
receive the CTS fromR2, but the signal strength of this
frame is aboveβrCTS at S 3, and belowβrCTS at S 1. Thus,
S 3 concludes that it should update its NAV state, whileS 1
would not yet.

The NAV state of each node can be updated by the
control information carried in a CTS frame in two different
ways: It can be updated by the NAV field of the frame
at the MAC layer; it can also be updated by the NAV(S)
field of the frame at the physical layer. As the NAV
field carries more precise NAV time information than the
NAV(S) field, the former has a higher priority in the
NAV state update process. If the frame can be correctly
decoded at the MAC layer, the node’s NAV state will
be updated by the decoded NAV value; otherwise, it will
be updated by the NAV time determined by the NAV(S)
field, that is,k · LNAV , wheresk is the discerned signature
in the NAV(S) field, andLNAV = ⌈ tmax

q ⌉. Note that the
inconsistent NAV time carried in the NAV(S) field will not
change the node’s channel access opportunity to a great
extent. For example, iflmax=1500bytes,vb = 6Mbits/s and
q = 150, the maximum difference induced by NAV(S) is
emax =

LNAV

2 ≈ 1500×8
6×106×150×2 ≈ 6.5us. This value is even

smaller than one time slot (9us) used in the backoff process.

4.6 Signature Detection Range Analysis

IRMA prohibits nodes that are within the interference range
but outside the transmission range of the ongoing link from
transmitting data, so as to avoid collisions, as shown in
Fig. 1(c). Thus, nodes within the interference rangedIR

should have the ability to detect the CTS frame correctly
to keep silent. In this part, we will give the theoretical
analysis about it.

To simplify the analysis, we define the signature de-
tection rangedS as the maximum range within which
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signatures can be detected correctly. Here we first formulate
dS , then compare it with the maximum interference range
dIR max, which has been discussed in Section 4.1.3.

According to the physical interference model, a data
frame can be detected correctly if the SINR of the received
signal power is above a thresholdβS INR, that is:

S INR =
Pr(data)

P1
I + PN

=
c Pt

dα

P1
I + PN

≥ βS INR,

whereP1
I indicates the cumulated interference power at the

data frame’s receiver side. Whend = dT X, we setS INR =
βS INR, then we have:

dT X =
α

√

c · Pt

(P1
I + PN) · βS INR

. (2)

We define the signature detection thresholdβS INR S as
the threshold that, a signature can be detected correctly
through SDM if its SINR is aboveβS INR S , that is:

S INR =
Pr(signature)

P2
I + PN

=
c Pt

dα

P2
I + PN

≥ βS INR S ,

whereP2
I indicates the cumulated interference power at the

signature’s receiver side. Whend = dS , we setS INR =
βS INR S , then we have:

dS =
α

√

c · Pt

(P2
I + PN) · βS INR S

. (3)

SupposeP1
I = P2

I . Combining Eq. (2) and Eq. (3), we
get:

dS =
α

√

βS INR

βS INR S
·

P1
I

P2
I

· dT X =
α

√

βS INR

βS INR S
· dT X . (4)

According to the experiment results in Section 5.2.2, the
signatures can be detected correctly with the probability of
about 100% when the signature length is 160bits and the
SINR is above -10dB, thus we setβS INR S = −10dB = 0.1.
Through Eq. (1) and Eq. (4), we get:

dS =
α

√

βS INR

0.1
· dT X >

α
√

βS INR · dT X = dIR max.

Therefore, we can conclude that the signature detection
range is always larger than the interference range, and the
nodes within the interference range can detect the CTS
frame correctly to keep silent. Note thatP1

I may not equal to

P2
I because of the different environments at the data frame’s

receiver side and the signature’s receiver side in the real
network, if P1

I ≫ P2
I (e.g. , P1

I > 10 · P2
I ), the signature

detection range may be smaller than the interference range,
leading to a collision to the ongoing link. However, we
consider this case is rare since it does not appear in the
simulations.

4.7 Address Conflict Analysis

Though each transmitter independently chooses its sig-
nature TA(S) fromS Addr each time when it transmits a
RTS frame, it still has a small probability to pick up the
same signature used by other nearby nodes, leading to a
potential address conflict problem. Fortunately, this address
conflict can be naturally resolved in our protocol due to the
CTS timeout mechanism that has already been specified in
802.11 standard [1].

We illustrate this mechanism through a scenario shown
in Fig. 8. SupposeS 2 sends a RTS frame toR2 using a
signaturesi in the TA(S) field, this RTS is collided atR2
with a data frame sent fromS 3, leading to no CTS feedback
from R2 to S 2. S 2 will wait for the CTS feedback only for
a CTS timeout interval, then it can initiate a retry if it fails
to receive the CTS. The CTS timeout interval is always set
to be SIFS plus the transmission time of CTS [1]. Suppose
S 1 intends to send a data frame toR1, and it also selects the
same signaturesi in the TA(S) field of the corresponding
RTS frame. However,S 2 will not misinterpretR1’s CTS as
its own feedback although this CTS’s RA(S) field has the
same valuesi as the one used inS 2’s RTS. We consider
there are two possible situations in this scenario. The first
one is that both RTS frames are collided. As shown in
Fig. 8, whenS 2 sends a RTS att1, andS 1 sends a RTS
at t2, there is no CTS feedback as the two RTS frames are
both collided. The second situation is thatS 2 experiences
a CTS timeout before receiving a CTS frame. As shown in
Fig. 8, whenS 2 initiates a retry and sends a RTS att3, and
S 1 sends a RTS att4, S 2 will not misinterpretR1’s CTS as
its own feedback as this CTS is not within its CTS timeout
interval.S 1 then transmits its data frame after receiving the
CTS, without any collision atR1.

Meanwhile, since the medium has been reserved by the
RTS/CTS handshake before an actual data transmission, no
conflict will appear in the ACK frame transmission.

5 EXPERIMENT EVALUATION

In this section, we evaluate the feasibility of using the
SDM to detect control frames’ signatures in the presence
of interference through hardware experiments. The experi-
ments use Universal Software Radio Peripheral 2 (USRP2)
package tool and the open source GNU Radio for the signal
processing blocks. We implement IRMA on an 8-node
USRP2 testbed and the topology is randomly set up in our
labs. Each node is a USRP2 connected to a commodity PC
that configured GNU Radio, and each USRP2 operates at
2.4GHz with a sample rate of 2M samples/sec. We choose
DBPSK as the modulation method in the experiment.
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A real time performance evaluation based on USRPs
is difficult because of the hardware delays in obtaining
samples from the RF front-end to the connected PC, and
also the artificial software delays induced by GNU Radio.
Therefore, we also resort to trace-based evaluation that
is used in [5], [11], [13], [14]. Each node saves all the
incoming samples for off-line processing.

For each experiment, we pick up four nodes to form two
links, each of which has a sender and a receiver. The two
selected senders should be exposed terminals and IRMA
permits their concurrent transmissions, so as to generate
control frame collisions at the sender side. Different SINR
environments are tested for SDM by adjusting the trans-
mission power of one sender and fixing that of the other.

Similar to CSMA/CN [13], we also use two metrics,
the false negative error rate and false positive error rate,
to measure the performance of SDM in this part. The
difference from CSMA/CN is that, we focus on designing
the signature set that will be used in this protocol. Thus,
we need to strike a balance among the ability of combating
interferences, the signature length and the size of signature
set through this experiment.

5.1 Threshold βCorr

The SDM determines if a known signature is found in
the incoming samples by performing the cross correlation
between the two signals. In the correlation process, the
normalized correlation peak is always detected by com-
paring the peak value with a thresholdβCorr, as described
in Section 2. A higher thresholdβCorr(high) can lead to
more false negative errors, and a lower thresholdβCorr(low)
can lead to more false positive errors. Both errors will
make the CTS or ACK receivers get wrong information,
leading to either collisions in data packet transmissions or
failure to exploit concurrent transmissions, thus degrading
the network throughput. To make a tradeoff between the
two errors, we adjust the thresholdβCorr of the normalized
correlation process to beψ, whereψ is set to be 0.55 in
the experiment.

Empirically, the false negative error rate is closely related
to L and SINR, as a shorterL or lower SINR would lead
to a lower correlation peak. The false positive error rate
is more affected by the Hamming distance between the
signature and the correlated incoming samples, as a shorter
distance would lead to a higher false correlation peak. In
the experiment, we try to mitigate both error rates from the
two aspects.

5.2 Signature Detection Evaluation

In this part, we quantify SDM’s ability to detect signatures
at the presence of strong interferences. We also demonstrate
that the size of the signature set is large enough to meet
the protocol’s requirements. Our experiment starts from
mitigating the two errors in the correlation process.

5.2.1 False Negative Error
In order to quantify how the false negative error can be
affected by the signature lengthL and SINR, we test three
sets of data with three signature lengthsL under different
SINR environments and channel conditions. For eachL,
we conduct the experiment for ten times in two places, and
each time we select four different nodes from the testbed
to form the two links. As shown in Fig. 9, the results
clearly show that the correlation spike appears even under
strong interferences where SINR is−20dB. The longer
the signature is, the easier the signature is to be detected.
Moreover, when both the SINR value andL are fixed, the
correlation value has a variance in a certain range, which is
induced by various channel environments. In the following
parts, we will use the average correlation results to calculate
the false negative and false positive error rates.

Fig. 10 demonstrates the false negative error of the three
sets of data. The result shows that a longer signature (such
as 200 bits) can have a lower false negative error under the
same SINR, and the error decreases significantly when the
SINR increases.

We use the SDM to detect signatures in the presence
of interferences. The lower SINR the SDM can support,
the more transmission opportunities the nodes can explore.
Here we make a tradeoff between the SDM’s detection
ability and the signature lengthL. We set the minimum
SINR that the SDM can support to be−10dB. To minimize
the false positive error, we select theL to be 160 bits,
then the error rate is below 0.3% when the SINR is above
−10dB.

Note that whenL is 160 bits and SINR is below−10dB,
the false negative error rate is a little more than that was
tested by CSMA/CN, that’s because the correlation result
has a wider fluctuation range when SINR is lower (as shown
in Fig. 9), thus the calculated positive/negative error rates
will be more affected by the channel characteristics in the
experiment.

5.2.2 False Positive Error
Here we explore how to mitigate the false positive error in
the correlation process. Fig. 11 shows both false positive
error rate and false negative error rate whenL is 160 bits.
The result indicates that the SINR has almost no effect on
the false positive error when the SINR is above−14dB, as
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there is enough Hamming distance between the signature
and the correlated samples. As shown in Fig. 11, when
the Hamming distance is 52, the false positive error rate is
below 0.5% when the SINR is−14dB.

Table 2 shows the false positive error rates under vari-
ous Hamming distances when the SINR is−10dB, which
indicates that the false positive error rate decreases when
the Hamming distance increases.

TABLE 2
False positive error rates under various hamming

distances (SINR=−10dB).

Hamming distance 34 40 46 52
False positive error rate 0.170 0.047 0.008 0.002

When we set the signature length to be 160 bits and the
minimum Hamming distance between any two signatures to
be 52, the SDM can achieve a very low signature detection
error rate (less than 1%) even when the SINR is−10dB. We
use the pseudo-noise code in this paper to accomplish the
signature design. We have more than 200 signatures with
160 bits and the Hamming distance between any pairs of
them is above 52.

6 PERFORMANCE EVALUATION

In this section we evaluate IRMA’s throughput improve-
ment in wireless networks compared with 802.11 standard
and three recent protocols under two topology scenarios, a
linear topology and a random topology. The two mecha-
nisms of CSMA in the 802.11 standard that we choose to
compare are (1) PCS, which uses the standard’s physical
carrier sense mechanism to access a wireless channel, (2)
PCS+VCS, which uses both the physical and virtual carrier
sense mechanisms to access a wireless channel. The three
protocols we choose to compare are CMAP [2], SDN [3]
and 802.11ec [5]. CMAP and SDN are two typical recent
protocols that solve the exposed terminal problem, as de-
scribed in Section 1, and 802.11ec is a recent protocol that

exploits cross correlation to avoid collisions and improve
the network throughput. We implement all the protocols in
ns-2.

For IRMA, we do not implement the signature detection
process in ns-2, but utilize the experiment results and the
SINR of the received signal to determine whether the
control frames can be detected or not. We implement it as
follows: If S INR > −5dB, the signatures can be obtained
correctly with the probability of 100%; if−10dB < S INR ≤
−5dB, the probability is 99%; otherwise, ifS INR ≤ −10dB,
the signatures will be ignored. Note that the strength of
interference used to calculate the SINR is measured as the
accumulated signal strengths from all other transmitting
nodes, which has already been implemented by ns-2. In the
simulations, we use manually configured data rate and do
not implement the automatic rate adaption mechanism. As
IRMA has no modification to the data frame transmissions,
we consider the throughput gain of IRMA benefitted from
the rate adaption is the same as any other protocols.

Table 3 lists the basic configuring parameters used in our
simulation.

TABLE 3
Simulation parameters.

Parameter Value Parameter Value
Preamble 20µs SIFS 16µs
Time slot 9µs DIFS 34µs
Signature 13.3µs CWmax 1023µs
p/q 20/150 CWmin 15µs
m 8 n 16

The aim of our simulations is to discover how each proto-
col can exploit concurrency and avoid collisions to improve
the network performance in different transmission rates.
Hence, we select three values ofvb defined in the 802.11a
standard to evaluate the performance of each protocol in the
two simulation scenarios, the corresponding transmission
rangesdT X(vb), carrier sense rangesdCS (vb) and the SINR
thresholdsβS INR(vb) are all listed in Table 4. Note that we
use default SINR thresholds in ns-2 in the simulation, thus
the values ofβS INR(vb) may be slightly different from that
in Table 1. We let the PLCP preamble and header fields
that are in the physical layer be transmitted using basic
modulation (BPSK), that means, the transmission rate for
these fields are fixed to 6Mbits/s, all the transmission rate
of control frames and the data frames in the MAC layer
will be changed to the configured rate.

TABLE 4
Three transmission rates selected in the simulation.

vb dT X(vb) dCS (vb) βS INR(vb)
6Mbits/s 500m 600m 5.0dB
24Mbits/s 150m 600m 15.0dB
48Mbits/s 50m 600m 25.0dB

6.1 Linear Topology

We first conduct the simulation under a four-node linear
topology to evaluate the effectiveness of IRMA compared
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Fig. 12. A linear topology, where four nodes R1, S 1,
S 2 and R2 form a line. The distance between S 1 and
R1 as well as that between S 2 and R2 are both set to
dlink(vb). The distance between S 1 and S 2, denoted by
d, is varied from 50m to 700m.

with the other five protocols and also their constraints.
As shown in Fig. 12, the network contains two link pairs
S 1→R1 andS 2→R2. The sender-receiver distances of both
links dlink(vb) are fixed to 250m, 80m and 30m when the
transmission ratevb is set to be 6Mbits/s, 24Mbits/s and
48Mbits/s, respectively. The distance betweenS 1 andS 2
is denoted byd, which will be varied from 50m to 700m.
Each link pair has a CBR (Constant Bit Rate) flow set up at
the sender to be transmitted to the receiver. We evaluate the
network throughput by adjusting the distanced. The packet
delivery rate (flow rate) and packet length will also be
changed in the simulation to get more detailed evaluation.
Note that the packet length here means the length in the
upper layer; obviously, the frame length should be a little
longer as additional headers will be attached in the MAC
layer and physical layer.

6.1.1 The impact of distance d

The IRMA protocol can exploit concurrent transmissions
when there is no mutual interference in their data frame
receptions, and can avoid collisions when mutual inter-
ferences exist. Therefore, we first evaluate the impact of
the distanced in the following simulation. The simula-
tion is conducted for three times, each with a different
transmission rate listed in Table 4, according to which the
sender-receiver distancedlink(vb) should also be adjusted.
The packet length is fixed to 1500 bytes.

Fig. 13 shows the aggregate throughput of the network
with three transmission rates. The simulation results can be
summarized into six cases:

Case 1: Only one transmission is permitted by all proto-
cols when the following conditions hold:

d < dlink(vb) · ( k
√

βS INR(vb) − 1),

d ≤ dT X(vb).

In this case, each sender is in the interference range of the
other transmission link, and it is in the transmission rangeof
the other sender, concurrent transmissions can be prohibited
successfully by all protocols to avoid the interferences to
the reception of the data frame, such as the scenario when
d ≤ 250m in Fig. 13(a), the scenario whend ≤ 150m in
Fig. 13(b) and the scenario whend ≤ 50m in Fig. 13(c).

Case 2: Only one transmission should be permitted but
CMAP and SDN induce collisions when the following
conditions hold:

d < dlink(vb) · ( k
√

βS INR(vb) − 1),

d > dT X(vb).

In this case, each sender is in the interference range
of the other transmission link and concurrency should be
prohibited. As each sender is out of the transmission range
of the other sender, it can not decode the packets from
the other link correctly. IRMA and 802.11ec can avoid
collisions successfully as the CTS information , which is
carried by signatures in IRMA and by primitives in 802.1ec,
can be obtained correctly in very low SINR environment.
PCS and PCS+VCS can also avoid collisions through
physical carrier sense. However, as both CMAP and SDN
disable physical carrier sense, when a sender can not detect
the packets from the other transmission link correctly, it will
decide there is no conflict and initiate transmissions, leading
to mutual interferences. The corresponding scenarios are
200 ≤ d ≤ 350m in Fig. 13(b) and 100≤ d ≤ 500m in
Fig. 13(c).

Case 3: Concurrent transmissions are permitted by IRMA
and CMAP but prohibited by other protocols when both the
following conditions hold:

dlink(vb) · ( k
√

βS INR(vb) − 1) < d < dlink(vb) · ( k
√

βS INR(vb)),

d < dT X(vb).

As the two transmission links have no mutual interfer-
ences to their data frame receptions, both IRMA and CMAP
can exploit concurrent transmissions under this case, such
as the scenarios when 250≤ d ≤ 400m in Fig. 13(a).
However, the performance of CMAP in this scenario is even
lower than that in Case 1, because of spurious retransmis-
sions due to ACK collisions. Although CMAP design a
windowed-ACK mechanism to reduce the ACK collisions,
and this mechanism really can increase the throughput from
about 1.6Mbits/s to about 2.4Mbits/s, it can not reach the
approximately 2× performance improvement as IRMA. For
the other protocols, PCS, PCS+VCS and 802.11ec can only
permit one link’s transmission as the sender will determine
the channel to be busy after physical carrier sense; SDN
also only permit one link’s transmission to avoid control
frame collisions at the transmitter side.

Case 4: Concurrent transmissions are permitted by
IRMA, CMAP and SDN but prohibited by other protocols
when both the following conditions hold:

dlink(vb) · ( k
√

βS INR(vb) − 1) < d < dlink(vb) · ( k
√

βS INR(vb)),

dT X(vb) < d < dCS (vb).

In this case, IRMA can exploit concurrency as each
sender is out of the interference range of the other link.
However, CMAP and SDN permit concurrency just because
one node can not correctly decode the packets from the
other link and determine there is no conflict, such as the
scenario of 400m ≤ d ≤ 500m in Fig. 13(b) andd = 550m
in Fig. 13(c). The performance of these two protocols in
this case is lower than that of IRMA as both protocols face
control frame collisions. PCS, PCS+VCS and 802.11ec also
can only permit one link’s transmission due to physical
carrier sense.
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(b) vb = 24Mbits/s

100 200 300 400 500 600

10

15

20

25

30

d(m)

A
ve

ra
ge

 T
hr

ou
gh

pu
t(

M
bp

s)

 

 

(c) vb = 48Mbits/s

Fig. 13. Average throughput in terms of d under three transmission rates in the linear topology.

Case 5: Concurrent transmissions are exploited by
IRMA, CMAP and SDN successfully but prohibited by
other protocols when both the following conditions hold:

d > dlink(vb) · ( k
√

βS INR(vb)),

d < dCS (vb).

In this case, IRMA, CMAP and SDN can exploit con-
currency as there is no mutual interferences for both data
frame and control frame receptions, such as the scenario
of 500 ≤ d < 600m in Fig. 13(a) and Fig. 13(b). The
performance of CMAP is a little higher than IRMA and
SDN because of no overhead in transmitting RTS and CTS
frames. PCS, PCS+VCS and 802.11ec can only permit one
link’s transmission due to physical carrier sense.

Case 6: Two links can transmit independently when the
following condition holds:

d > dCS (vb).

In this case, the two transmission links are independent
from each other. They can transmit simultaneously without
any interferences.

We should note that Fig. 13 just shows the throughput
of this scenario when the sender-receiver distancedlink is
about one-half of the transmission rangedT X(vb) in each
transmission rate. Obviously, ifdlink is set to be a smaller
value, concurrent transmissions can be exploited in a larger
area because of the shorter interference range.

6.1.2 The impact of transmission rates

As the interference range of a transmission link with
distance dlink(vb) can be calculated asd > dlink(vb) ·
( k
√

βS INR(vb)), a higher transmission rate that corresponds to
a higherβS INR value may lead to a larger interference range.
Thus, the situation of the interference range larger than the
transmission range (as described in Fig. 1(c)) will more
easily occur at a higher transmission rate. For example, it
will happen even whendlink(vb) = 3m andvb = 48Mbits/s.
CMAP and SDN are more vulnerable to this situation,
leading to a performance degradation due to collisions.
On the contrary, IRMA and 802.11ec can combat this
problem successfully as their CTS and ACK information
can be detected in very low SINR environments. PCS

and VCS+PCS can also partially handle this problem as
the carrier sense range is always much larger than the
transmission range, collisions may be avoided due to the
physical carrier sense mechanism.

Meanwhile, we should admit that the throughput im-
provement of IRMA decreases along with the increases of
the transmission rate. As shown in Fig. 13(c), when the
rate is 48Mbits/s, the performance improvement of IRMA
is significantly lower than twice over PCS or PCS+VCS
due to the reason that the overhead induced by signatures
is much larger in a higher transmission rate.

6.1.3 The Impact of Signatures

IRMA adds signatures in the control frames to convey
the information that can be detected when a collision
occurs, as shown in Fig. 5. Introducing the signatures
into control frames will cause throughput degradation. To
evaluate the overhead induced by signatures, we conduct
three simulations with three transmission rates shown in
Table 4, and the packet lengths are 500, 1000, 1500 and
2000bytes, respectively. We set the distanced to a specific
value so that the conditions of Case 2 or Case 3 can hold.
Under these conditions, the throughput gain of IRMA can
theoretically be up to twice over PCS+VCS as concurrent
transmissions of two links are exploited. However, IRMA’s
throughput cannot reach the expected value due to the over-
head induced by transmitting signatures. The simulation
results are shown in Fig. 14.

Fig. 14 indicates that the throughput gain of IRMA over
802.11 standard decreases while the transmission rate in-
creases. For example, when the packet length is 2000bytes,
the throughput gain is about twice when the data rate is
6Mbits/s, but this value decreases to 74% when the data
rate is 24Mbits/s, and decreases to 47% when the data rate
is 48Mbits/s. Fig. 14 also indicates that the throughput
gain increases along with increases of the packet length.
For example, when the transmission rate is 6Mbits/s, the
throughput gain is about 51% when the packet length is
500bytes, much lower than that of 100% when the packet
length is 2000bytes. That is because the time proportion in
transmitting the control frames increases with the data rate,
and decreases with the packet length.



14

IRMA PCS+VCS PCS

500 1000 1500 2000
0

1

2

3

4

5

6

Packet Length (bytes)

A
ve

ra
ge

 T
hr

ou
gh

pu
t (

M
bp

s)

 

 

(a) vb = 6Mbits/s

500 1000 1500 2000
0

5

10

15

20

Packet Length (bytes)

A
ve

ra
ge

 T
hr

ou
gh

pu
t (

M
bp

s)
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(c) vb = 48Mbits/s

Fig. 14. Average throughput in terms of packet length under three transmission rates in the linear topology.
Concurrent transmissions are exploited in this scenario.

6.1.4 Constrains of protocols

IRMA, SDN and CMAP will have no throughput improve-
ment in a sparse network where there is no exposed terminal
problem and no additional concurrent transmission can be
exploited. In Fig. 12, when the distanced is larger (such as
700m) and the two links have no mutual interference, PCS
can have the best performance among all protocols due
to the overhead induced by transmitting control frames in
other protocols. We should admit that IRMA has the lowest
performance in this scenario because of the overhead induce
by signatures. The simulation results indicate that IRMA,
SDN and CMAP are not suitable for sparse networks, where
they will even reduce the network throughput.

802.11ec can tolerate control frame collisions and re-
duce the duration of the control frame transmissions, but
it can not exploit concurrent transmissions. Furthermore,
comparing with PCS and PCS+VCS, more concurrent
transmissions will be prohibited by this protocol due to the
high detection ability of the CTS primitive. Thus, 802.11ec
is not suitable for intensive networks.

6.2 Random Topology

In this experiment we evaluate the performance of IRMA
compared with other protocols in a general scenario where
the network topology is randomly generated. We set up
10 transmitter-receiver link pairs in a 1000m× 1000m area
for three times to derive three configurations. For each
configuration, nodes will use one transmission ratevb listed
in Table 4 to transmit packets. To set up the 10 link pairs,
we first randomly generate one link (two nodes) in the area,
calculate their distance and compare with the transmission
rangedT X(vb), the link will be reserved if the distance is
shorter thandT X(vb); otherwise, it will be dropped. This
process will be repeated for 10 times to generate 10 links
in the network.

Fig. 15 shows the average throughput of IRMA com-
paring with the other five protocols for different packet
delivery rates when the packet length is 500bytes and
2000bytes, respectively. The figure indicates that the av-
erage throughput of all protocols increases along with the
increases of the packet delivery rate and packet length,

and the throughput is always up-bounded when the packet
delivery rate reaches a specific value.

Fig. 15 also shows that PCS+VCS has the lowest per-
formance in all the configurations, even comparing with
the PCS protocol. The reason is that the hidden terminal
problem is not so serious in dense networks, where PCS
can avoid collisions in most cases through the physical
carrier sense. 802.11ec also has low performance especially
at a lower transmission rate, because, although it can
tolerate control frame collisions and reduce transmission
durations of control frames, it may prohibit more concurrent
transmissions even comparing with PCS and PCS+VCS due
to the high detection ability of the CTS primitive.

We can see that IRMA, CMAP and SDN can improve
the network performance through exploiting concurrent
transmissions comparing with both PCS and PCS+VCS,
and IRMA can outperform other protocols in most cases,
but the throughput gain decreases along with the increase
of transmission rate and increases along with the increase
of packet length. As shown in Figs. 15(a) and 15(d),
when the transmission rate is 6Mbits/s, IRMA’s throughput
gain is about 83% over PCS and 103% over PCS+VCS
when the packet length is 500bytes. These values in-
crease to 98% and 112% respectively when the packet
length is 2000bytes. When the transmission rate increases
to 24Mbits/s, as shown in Figs. 15(b) and 15(e), the
throughput gain decreases to about 17.9% over PCS and
48.7% over PCS+VCS when the packet length is 500bytes,
and about 31.5% over PCS and 50.7% over PCS+VCS
when the packet length is 2000bytes. We can also see from
Figs. 15(b) that CMAP can even outperform IRMA a little
at this situation. The reason is that the overhead induced
by signatures in IRMA is much larger when shorter packet
lengths and higher transmission rates are configured.

According to the analysis in Section 6.1, the interference
range is more likely larger than the transmission range at
a higher transmission rate scenario because of the higher
SINR threshold, making CMAP and SDN face a high
probability of collisions. In this random topology scenario,
when the transmission rate increases to 48Mbits/s, the
throughput gain of SDN really decreases, but that of
CMAP surprisingly increases on the contrary, as shown
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(a) l = 500bytes, vb = 6Mbits/s
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(b) l = 500bytes, vb = 24Mbits/s
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(c) l = 500bytes, vb = 48Mbits/s
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(d) l = 2000bytes, vb = 6Mbits/s
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(e) l = 2000bytes, vb = 24Mbits/s
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(f) l = 2000bytes, vb = 48Mbits/s

Fig. 15. Average throughput in terms of packet delivery rate in the random topology, under three transmission
rates and two packet lengths.

in Figs. 15(c) and 15(f). After analyzing the throughput
of each link, we find that CMAP faces a more serious
unfairness issue in this scenario, even comparing with PCS
and PCS+VCS. Fig. 16 shows a snapshot of the throughput
of ten links for each protocol when the transmission rate is
48Mbits/s and the packet length is 2000bytes. We see that
CMAP makes five links have very high throughputs and
three links have close-to-zero throughputs. This unfairness
situation largely avoids collisions in the network, and allows
the network to achieve a higher average throughput. We
also see from Fig. 16 that IRMA, SDN and 802.11ec are
relative fair among all the links.

Generally speaking, IRMA can outperform the other
protocols in most cases, as concurrent transmissions ex-
ploited by this protocol lead to significant performance
improvement, despite the overhead induced by signatures
and control frames. Meanwhile, IRMA has a high fairness
performance as it can avoid collisions successfully.

7 RELATED WORK

Throughput improvement in wireless networks is an ever-
lasting topic and attracts intense research interests. Prior
work mainly falls in the following two categories:

7.1 Exploit Concurrent Transmissions

Physical carrier sense is widely used in wireless networks
to avoid interferences, this mechanism is well known to
have a very low performance. Brodsky and Morris [21]
recently presented a theoretical model to analyze a two-
sender carrier sense performance and concluded that this
performance is close to optimal for radios with an adaptive
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Fig. 16. The throughput of each link when l = 2000bytes
and vb = 48Mbits/s.

bit rate. However, this model only considers situations
with two contending senders, and it ignores MAC-level
mechanisms such as the ACK and backoff. The result may
not reflect real network conditions.

Throughput improvement through exploiting concurrent
transmissions has shown much potential. MACA [22] ex-
ploits transmission concurrency by using a three-way hand-
shake RTS/CTS/DATA mechanism. It disables the physical
carrier sense to permit more concurrent transmissions. As
there is no ACK in the protocol, it does not need to
consider collisions at the transmitter side. MACAW [23]
shows that ACK is essential in the wireless networking as
the packet loss recovery can be done much faster in the
MAC layer, and the loss always appears in the presence
of intermittent noises which are likely presented in the
wireless network. The 802.11 standard inherits the four-
way handshake protocol of MACAW; therefore, it can avoid



16

ACK collisions at the transmitter side.
Recently, besides CMAP and SDN [2], [3], many ap-

proaches are proposed to maximize transmission con-
currency for throughput improvement in wireless net-
works [4], [24]–[27]. C-MAC [4] disables the carrier
sense to maximize the number of concurrent transmissions.
RTSS/CTSS [26] lets nodes differentiate between interfer-
ing and non-interfering links through an offline training,
which is just applicable to the line topology. MACA-P [27]
tries to avoid the control frames’ collisions by scheduling
them properly. Based on the exchanges of RTS/CTS, it
schedules multiple transmissions in parallel to increase con-
current transmissions as well as avoiding their collisions.
However, besides introducing a significant protocol over-
head for information exchanges, it does not differentiate
the interference ranges of different transmission links.

7.2 Exploit Cross Correlation

Some other studies [5]–[7], [11]–[14], [20], [28]–[35] em-
phasize on a strategy that aims to recover the collided
packets, instead of avoiding collisions. Especially, the tech-
nology of cross correlation has been leveraged to combat
collisions.

Jamieson and Balakrishnan [28] propose a partial packet
recovery mechanism to recover the whole packet via Soft-
PHY. The SoftPHY interface can analyze the symbol level
information at the physical layer to identify the corrupted
bits in the collided packet. ZigZag [11] works under 802.11
protocol that supports different transmission rates, and
can deal with general collisions (i.e., collisions occur in
the AP-Station model where all stations are within AP’s
transmission range) to combat hidden terminals, but it can
not solve the exposed terminal problem. Symphony [12]
encourages collision of packets among transmitters at APs
and cooperatively decode all the packets by utilizing a
Zigzag-like decoding process and the coordination informa-
tion among APs, so as to improve the WLAN’s throughput.
However, it also does not exploit concurrency and solve the
exposed terminal problem.

SIC [20] exploits a well-known capture effect technique,
in which a strong interfering signal can be successfully
received during collision, to recover an inferior strong
signal if its SINR is above the threshold after decoding and
subtracting the strongest one. Similar techniques are applied
in [31]–[33] to solve the collisions under different scenar-
ios. In [34], a MAC protocol is designed based on SIC and
the full duplex communication technique to improve the
throughput and fairness of of wireless networks. However,
the stringent requirement of full duplex communications for
supporting SIC seems hardly accomplishable with low cost
in a near future. Moreover, the throughput improvement
from SIC is reported not promising according to a recent
work [35].

CSMA/CN [13] exploits the cross correlation to detect
the collision notification information, which is sent by
the receiver when detecting a collision and transmitted
concurrently with the data packet, making the transmitter

defer its packet transmission immediately. However, this
protocol can only avoid packet collisions at the receiver
side to solve the hidden terminal problem, it does not com-
bat the exposed terminal problem nor exploits concurrent
transmissions.

RTS/S-CTS [14] presents a symbol-level detection mech-
anism that can combat both the CTS collision problem
and the remote hidden terminal problem, as the sym-
bol sequences that carry useful information in the new
S-CTS packet can be detected in very low SINR and
SNR environments. It can improve the network throughput
through avoiding collisions during packet transmissions.
802.11ec [5] also exploits the cross correlation to accom-
plish the control frames’ transmissions. Comparing with
the 802.11 standard, this protocol uses three kinds of
primitives to convey the RTS, CTS and ACK information.
As the primitives can tolerate strong interferences, and
the duration of these sequences is much less than that
of the corresponding packets, this protocol can improve
the network throughput through both avoiding collisions
and reducing the transmission overhead of the control
frames. However, both protocols cannot combat the exposed
terminal problem.

Comparing with the protocols in Section 7.1 which in-
tend to solve the exposed terminal problem, and comparing
with the protocols in Section 7.2 which exploit the cross
correlation technology in other contexts, IRMA is the first
protocol that exploits the cross correlation to combat the
exposed terminal problem and maximize concurrent trans-
missions. Nodes in IRMA can take the real interference
range into consideration when accessing their channels,
and control frame’s collisions at the transmitter side can
be tolerated, leading to more concurrent transmissions and
a higher throughput.

8 CONCLUSION AND FUTURE WORK

In this paper, we identify that nodes in the 802.11 standard
waste transmission opportunities in two scenarios and in-
duce collisions in one scenario, we then propose IRMA to
exploit transmission concurrency and avoid interferences
in all the scenarios. IRMA employs new components to
work collaboratively to increase network’s transmission
concurrency. We propose the signature detection method in
the physical layer to combat control frame’s collisions at
the transmitter side. We propose a channel access scheme to
permit concurrent transmissions while avoid data reception
interferences. We show the feasibility of signature detec-
tion method via hardware experiments. We also show the
significant throughput improvement over the two 802.11
standard and three recent protocols by ns-2.

In our current work, we just propose IRMA to solve
the exposed terminal problem in wireless networks by
leveraging the signature detection method. We consider this
physical layer mechanism can also be exploited to benefit
more wireless communication systems, such as cellular
networks, RFID systems, and so on.
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