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Abstract—Image aesthetic assessment (IAA) has been attracting considerable attention in recent years due to the explosive growth of digital photography in Internet and social networks. The IAA problem is inherently challenging, owning to the ineffable nature of the human sense of aesthetics and beauty, and its close relationship to understanding pictorial content. Three different approaches to framing and solving the problem have been posed: binary classification, average score regression and score distribution prediction. Solutions that have been proposed have utilized different types of aesthetic labels and loss functions to train deep IAA models. However, these studies ignore the fact that the three different IAA tasks are inherently related. Here, we reveal that the use of the different types of aesthetic labels can be developed within the same statistical framework, which we use to create a unified probabilistic formulation of all the three IAA tasks. This unified formulation motivates the use of an efficient and effective loss function for training deep IAA models to conduct different tasks. We also discuss the problem of learning from a noisy raw score distribution which hinders network performance. We then show that by fitting the raw score distribution to a more stable and discriminative score distribution, we are able to train a single model which is able to obtain highly competitive performance on all three IAA tasks. Extensive qualitative analysis and experimental results on image aesthetic benchmarks validate the superior performance afforded by the proposed formulation. The source code is available at https://github.com/HuiZeng/Unified_IAA.

Index Terms—Image aesthetic assessment, unified probabilistic formulation.

I. INTRODUCTION

Given the explosive growth of digital photography in Internet and social networks, automatic image aesthetic assessment (IAA) has become increasingly important in many applications such as image search, personal photo album curation, photographic composition and image aesthetic manipulation [8, 19, 25, 30, 47]. Although it has been shown that there exist certain connections between human aesthetic experience and long-established photographic rules of thumb [4], it remains a very challenging task to computationally model image aesthetics, because of the high degree of implied subjectivity and the complex relationship that exists among many intertwined factors, contributing to the aesthetic visual sense [9, 19].
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Three principal approaches to the IAA problem have been undertaken: binary classification, quality score regression and score distribution prediction. Illustrations of these three tasks are shown in Fig. 1. While it is an intuitive idea to assign a single aesthetic score to a given image using a trained model, earlier attempts have revealed that accurate aesthetic score regression is a very challenging task. To make the problem more tractable, Datta et al. [7] and Ke et al. [22] formulated IAA as a binary classification problem where the goal is only to discriminate between aesthetically pleasing (or professional) photos from displeasing (amateur) photos, while ignoring images of ordinary aesthetic quality. Since then, a number of studies have been reported that follow a similar binary classification pipeline [8, 28, 32, 34, 45].

However, as pointed out in [24], defining such a binary classification task in this context is questionable since there exists no clear boundaries between the aesthetic quality levels of images. For example, in the AVA dataset [37] which currently is the largest IAA subjective benchmark, the subjective scores assigned to all of the images in the corpus are approximately Gaussian distributed. This lack of multiple aesthetic modes implies that it is inappropriate to divide the images into two classes using a hard threshold score. Predicting numerical aesthetic quality scores or relative aesthetic rankings can likely provide rich and more useful information than binary classification over a broader range of practical IAA applications [10, 39], although accurately regressing on aesthetic quality scores is a much more complex task.

Predicting an aesthetic score distribution has recently begun to attract attention as an even more descriptive alternative approach [17, 18, 36, 45, 46]. A common argument that is used to motivate these studies is that a single scalar score is not sufficiently informative to describe the subjective nature of image aesthetics. These authors instead suggest predicting the distributions of scores that are collected from human raters, who are assumed to supply the best possible information.

Fig. 1. Illustrations of the three most common tasks that image aesthetic assessment engines are trained to conduct.
Regarding image aesthetics. However, raw score distributions are not entirely reliable and contain noise, and moreover there is no widely accepted metric for evaluating the performances of score distribution predictors. Because of this, most of these studies operate by ultimately converting the predicted score distribution to either a scalar aesthetic quality score or binary aesthetic label.

As can be seen, the three tasks utilize different kinds of aesthetic labels. Previous studies have treated them as different problems, by designing various architectures, and by employing different loss functions and different evaluation metrics. However, these studies ignore the fact that the three IAA tasks are inherently related, which has been rarely discussed in the literature. Here, we make the first attempt, to the best of our knowledge, to unfold the relationships that exist between the three different IAA tasks, and we provide a unified formulation to handle all of them. Specifically, we show that the three types of aesthetic labels (binary category labels, quality scores, and score distributions) can be transformed into a unified probabilistic formulation. This unified formulation further motivates us to employ a more efficient and effective loss function to train deep IAA models. More importantly, we are able to use a single model trained on the score distribution to solve all three tasks. Such an approach is more efficient and lightweight in practice than using three different models to conduct different IAA tasks. Since the raw score distributions are quite noisy, limiting the performance of models trained on them, we propose a way to process the raw data to obtain a more stable and discriminative score distribution. Training deep IAA models on the stabilized score distribution produces more robust and accurate results. Finally, we are able to obtain highly competitive performance on all the three tasks using a single model.

Our main contributions are summarized as follows:

1. We provide a unified probabilistic formulation that can be used to train a deep network to efficiently perform each of the three aforementioned IAA tasks: binary classification, score regression and score distribution prediction;
2. By employing this unified probabilistic formulation, we are naturally able to introduce a more efficient and effective loss function when optimizing deep IAA models, which is applicable to all three tasks;
3. We conduct an in-depth analysis of the noise contained in raw subjective score distributions and we propose a way of fitting the scores to a more stable and discriminative score distribution. A single model trained using the stabilized score distribution leads to state-of-the-art performances on all three IAA tasks.

II. RELATED WORK

Early work on the IAA problem was mainly focused on the design of hand-crafted features, while recent ones generally employ deep models. In the following, we discuss the representative approaches to each of the IAA tasks, and refer interested readers to more comprehensive reviews of the existing literature.

Binary classification. Most existing IAA models have been designed for the binary classification task. This is mainly because early pioneering attempts found it difficult to accurately predict aesthetic quality scores using low-level, hand-crafted, and often heuristic features. Early on, Datta et al. modeled image aesthetics by computing a set of low-level visual features, and using them to classify aesthetically pleasing and displeasing images, and to regress on numerical aesthetic scores. By analyzing the observable differences between professional and amateur photos, Ye et al. designed a set of high-level semantic features, achieving promising binary classification accuracy on the CUHK dataset. Luo et al. furthered progress in this direction by first segmenting potentially interesting subjects from the images then applying semantic features to significantly improve classification accuracy. Marchesotti et al. employed very general local descriptors like SIFT instead of carefully designed aesthetical features and encoded their distribution using a Bag-of-Visual-Words and the Fisher Vector. Their generic representation was also able to obtain competitive classification accuracy.

Recently, a number of deep models have been proposed for binary aesthetic classification. These efforts have largely focused on extracting effective aesthetic features while optimizing the standard cross-entropy (CE) loss to train their deep models. Lu et al. deployed independent parallel convolutional neural networks (CNNs) to model the overall layout and fine-grained details of image aesthetics. To alleviate biases caused by training on a single crop, Lu et al. introduced a multi-patch aggregation network to better capture local aesthetic information. Mai et al. employed an adaptive spatial pyramid pooling strategy to preserve the aspect ratio and other compositional aspects of images, aggregating several sub-networks to leverage multi-scale information. Ma et al. significantly improved performance using the multi-patch aggregation pipeline via an adaptive patch selection strategy. Sheng et al. proposed a multi-patch aggregation model which adaptively adjusts the weight of each patch, based on an attention mechanism. Liu et al. proposed a semi-supervised deep active learning algorithm combined with a computed gaze shifting path to achieve highly competitive classification accuracy on the AVA dataset.

Quality score regression. More recently, researchers have been able to obtain reasonable performance on the problem of regressing on aesthetic quality scores. Kong et al. trained a deep model to regress on scalar aesthetic quality score and on the relative ranking order. They employed the mean square error (MSE) as the basic loss function, and used multi-task learning to further improve performance. A contemporary work also employed the MSE loss to train a deep regression model. Similar work involving quality score regression has been done for many years in a closely related research area, image quality assessment (IQA).

Score distribution prediction. Predicting aesthetic score distributions has attracted significant attention recently. It appears that Wu et al. made the first attempt to employ a subjective score distribution to better represent image aesthetics. They proposed a structure regression algorithm to
model the score distribution, along with two learning strategies to handle unreliabilities in score distribution. Jin et al. [17] trained a deep CNN model to predict the aesthetic score distribution using the Chi-square distance and introduced a weighting strategy to address the sample imbalance problem. Jin et al. [18] employed the Jensen-Shannon divergence and trained a variety of deep IAA models by using several distance metrics to produce score distribution predictions. In an attempt to account for unreliability of the score distribution, Wang et al. [45] fitted a Gaussian distribution to the score distribution and trained a deep CNN model to simultaneously predict the low-order moments (mean and variance) of the distribution using the Kullback-Leibler (KL) divergence distance. Talebi et al. [43] employed the squared Earth Mover’s Distance (EMD) [15] to train IAA models to leverage prior information regarding the ordering classes of aesthetic quality ratings.

Since the different types of aesthetic labels (binary labels, scalar quality scores and vectorized score distributions) have different formats and scales, previous approaches to the three different IAA subtasks have deployed a diversity of loss functions and evaluation metrics. Unlike all prior methods which have focused on a single specific task, using one specific loss function and one particular type of label to train a model, we advance progress on all three IAA tasks by revealing the close relationship that exists among them, and we also propose a unified formulation that is able to solve all three of them. Specifically, our “unified formulation” allows each of the three IAA tasks to be learned using the same loss function with corresponding labels. By contrast, the loss functions employed in previous models are too specific to be applied to all three types of aesthetic labels. For example, loss functions based on the cumulative distribution (such as EMD used in [15, 43]) or on high-order moments (such as variance, skewness and kurtosis) [18, 45] cannot be generalized to learn binary classification and quality score regression. In addition, we also present a unique analysis of noise in the raw score distribution, and we propose an effective stabilization strategy to ameliorate its effects.

Another interesting research problem is to predict the aesthetic perception of individual users. Recent studies [11, 48] of the subjective assessment of the aesthetic quality of paintings have shown that higher accuracies can be reached when treating observers individually. Unfortunately, all current publicly available image aesthetic datasets provide only the overall score distributions on each image collected through online crowdsourcing. The scores of individual observers are not available, preventing us from conducting such experiments.

III. PROPOSED METHOD

A. Aesthetic Labels

Given a dataset with $N$ sample images, assume that a set of rating scores $s_n = \{s_n(1), s_n(2), ..., s_n(K)\}$ was collected from $K$ different human raters on each image $x_n$. Usually, the rating scales are predefined as a set of ordinal integers $b = [b_1, b_2, ..., b_M]$, where each integer represents an aesthetic quality level while we will also assume that a larger value signifies a higher aesthetic quality. The ground truth score that associated with each image is usually defined as the average rating (or mean opinion) score:

$$\mu_{s_n} = \frac{1}{K} \sum_{k=1}^{K} s_n(k), \quad (1)$$

where $\mu_{s_n}$ is a continuous value in the range $[b_1, b_M]$.

By thresholding the average score, images are divided into two classes, where the class labels are assigned as:

$$c_n = \begin{cases} 1, & \text{when } \mu_{s_n} > b_{\frac{M+1}{2}} + \delta, \\ 0, & \text{when } \mu_{s_n} \leq b_{\frac{M+1}{2}} - \delta, \end{cases} \quad (2)$$

where $b_{\frac{M+1}{2}}$ is the mid-point of a pre-defined rating scale and $\delta$ is a positive constant which is used to exclude images having ambiguous aesthetic qualities. The early benchmark CUHK [22] uses a relatively large value of $\delta$ to force the two resulting classes distinguishable (only the images associated with the top and bottom 10th percentile of aesthetic scores are retained), while the AVA dataset [37] assigns $\delta = 0$ on the test set, to increase the challenge of binary classification.

The AVA [37] dataset also provides a score distribution for each image based on the available human subjective ratings:

$$y_n = \{y_n^1, y_n^2, ..., y_n^M\},$$

subject to $0 < y_n^m < 1, \forall m; \sum_{m=1}^{M} y_n^m = 1, \quad (3)$

where $y_n^m$ is the percentage of rating scores taking value $b_m$ over all ratings.

B. A Unified Probabilistic Formulation of Aesthetic Labels

As can be seen from (1), (2), and (3), the three different types of aesthetic labels are defined in different forms: one-dimensional binary labels, one-dimensional continuous scores, and multi-dimensional score distributions. Usually, one type of label is used to train an individual IAA model for each task, which is inefficient in practice. In the following we reveal that all of these aesthetic labelling formulas can be unified under a single probabilistic formulation, to consequently leading to a more effective and compact solution to all three IAA tasks.

The binary class label is naturally a probabilistic representation that is associated with a “hard” partition of images. On the standard partition of the AVA dataset ($\delta = 0$), images either “definitely” belong to the high quality set $C_{high}$ or to the low quality set $C_{low}$. Let $P(x_n \in C_{high})$ denote the probability of image $x_n$ belonging to $C_{high}$, then:

$$P(x_n \in C_{high}) = c_n, \quad P(x_n \in C_{low}) = 1 - c_n. \quad (4)$$

This “hard” partition is highly questionable, since there exists no obvious boundary between image aesthetic levels, and rich information descriptive of aesthetic quality is lost. A more reasonable representation is to use a “soft” set of memberships, which can be achieved via a simple transformation of the average quality score:

$$P(x_n \in C_{high}) = \frac{\mu_{s_n}}{b_M}, \quad P(x_n \in C_{low}) = 1 - \frac{\mu_{s_n}}{b_M}. \quad (5)$$
In this way, the original average score is scaled to the range \([0, 1]\) and employed to define the “soft” class probabilities. This scale transformation preserves all of the information in \(\mu_s\), and brings two benefits. First, the original range of average score \(\mu_s\) tends to vary with datasets because of differences in content and the use of different predefined rating scales in \(b\). Scaling them to the same range can simplify the implementation of model training on multiple, diverse datasets. Transforming the original average score into a probabilistic form also makes it possible to train deep IAA models using a more effective loss function, as we will discuss later.

By using (5), quality score regression becomes a probability prediction problem having a two-set partition. The score distribution may naturally be viewed as a more general probabilistic representation having multiple image sets. The MSE loss function on both quality score regression \([17, 24]\) and score distribution prediction problems \([18, 36]\). It can be formulated as a probability learning problem. Next we consider the most widely used loss functions which can be derived from a unified probabilistic representation. The general form of CE loss is:

\[
\mathcal{L} = -\frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} P(x_n \in C_m) \log t_n^m,
\]

where \(t_n^m\) denotes \(P(x_n \in C_m)\) and \(\epsilon\) is a constant threshold. The Huber loss is also usually used with linear activation and simplifies to a single output on a two-set partition.

\[
\mathcal{L} = \frac{1}{2N} \sum_{n=1}^{N} \|P(x_n \in C_{\text{high}}) - t_n\|^2_2,
\]

where \(t_n\) is the predicted probability that image \(x_n\) belongs to set \(C_{\text{high}}\). A more robust loss, the Huber loss \([16]\), was introduced in \([36]\) in the context of IAA. It can also be used to learn the probabilistic representation. The general form of the Huber loss is:

\[
\mathcal{L} = \begin{cases} 
\frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} \frac{1}{2} (P(x_n \in C_m) - t_n^m)^2, & \text{when} |P_n^m - t_n^m| < \epsilon, \\
\frac{1}{N} \sum_{n=1}^{N} \sum_{m=1}^{M} \epsilon |P(x_n \in C_m) - t_n^m| - \frac{1}{2} \epsilon^2, & \text{otherwise},
\end{cases}
\]

The MSE loss has the following general form:

\[
\mathcal{L} = \frac{1}{2N} \sum_{n=1}^{N} \sum_{m=1}^{M} ||P(x_n \in C_m) - t_n^m||^2_2,
\]

where \(t_n^m\) is the predicted probability that image \(x_n\) belongs to aesthetic quality set \(C_m\). The MSE loss is usually used in conjunction with linear activation. For the binary case with a two-set partition, the MSE loss simplifies to a single output:

\[
\mathcal{L} = \frac{1}{2N} \sum_{n=1}^{N} ||P(x_n \in C_{\text{high}}) - t_n||^2_2,
\]

where \(t_n\) is the predicted probability that image \(x_n\) belongs to set \(C_{\text{high}}\). The sigmoid function always bounds the model output to the range \((0, 1)\), while a linear activation function does not have this property. Thus optimization of a CE loss tends to start at a point closer to the target value than of MSE or Huber tasks.

C. A More Effective Loss Function

A variety of loss functions have been introduced for IAA model training, including models trained to predict the score distribution \([17, 18, 36, 45]\). Many of these are too specific to be applied to all three types of aesthetic labels discussed in Section \([III-B]\). Moreover, there are “natural” pairing of activation functions and loss functions which result in simpler forms of gradient computation \([4]\). Given these considerations, we consider the most widely used loss functions which can be adapted to train deep models on three types of aesthetic labels.

The first loss function we consider is the very commonly used MSE loss. The MSE has been used as the baseline loss function on both quality score regression \([17, 24]\) and score distribution prediction problems \([18, 36]\). It can be easily adapted to optimize learning under our proposed unified probabilistic representation for each of the three types of IAA tasks.
losses. Note that it is inadvisable to combine the sigmoid (or softmax) activation function with either the MSE or Huber loss since the vanishing gradient problem can occur \cite{11, 49}. More importantly, the CE loss decreases much faster than the MSE and Huber losses when the model output is far from the target value. Finally, as discussed in \cite{4} chapter 6.9, p.235, minimization of the CE loss tends to result in a similar “relative error” for both small and large target values, while the MSE and Huber losses tend to yield a similar “absolute error” for each target. This implies that the CE loss may be expected to perform better when estimating small target values.

On the task of quality score regression, we first train a model using the unified probabilistic formulation, and then we calculate the average quality scores from the predicted probabilities. The regression and classification metrics can then also be evaluated.

D. A Stabilized Score Distribution

Considering the highly subjective nature and inherent ambiguity of image aesthetics, a single ordinary human subject (i.e. without professional training) at any moment is likely to report aesthetic quality scores that are inconsistent with scores s/he may assign the same image at another time, under different environmental, cognitive and emotional conditions. Because of this, the raw score distribution (RSD) associated with a set of human subjective ratings is generally noisy, which reduces the human subjects during annotation, increasing the uncertainty and variance of human decision and score assignment. Thus we have:

$$\sigma_{n}^{2} = \lambda \sigma_{s}^{2},$$

where $\mu_{s}$ and $\mu_{z}$ are the means of $s_n$ and $z_n$, and $\sigma_{s}^{2}$ and $\sigma_{z}^{2}$ are the variances of $s_n$ and $z_n$, respectively.

From \cite{13}, $\mu_{z}$ is an unbiased estimator of the ground-truth average quality score of $x_n$, but the estimated variance $\sigma_{z}^{2}$ increases with noise. In Fig. 3(a,d), we show three two-dimensional visualizations of the RSDs, for images drawn from the AVA dataset having average scores lying in the range $[5,6]$ . As can be seen, the RSDs of different images are interspersed, and there are many outliers. This makes the training of IAA models on the RSD difficult, thereby deteriorating the generalization performance of models trained on them.

Wang et al. \cite{45} proposed to fit a Gaussian distribution to the RSD having moments equal to the sample mean $\mu_{s}$ and sample variance $\sigma_{s}^{2}$, then trained a CNN model using the low-order moments of the fitted Gaussian distribution. However, in the presence of noise, the variance $\sigma_{s}^{2}$ of the observed scores may significantly increase, resulting in broadened distributions, making the fitted Gaussian distribution less discriminative. As shown in Fig. 3(b,e,h), discretizing the fitted Gaussian distribution into the same bins as the RSD makes the spread of probabilities more distinctive but still not sufficiently discriminative.

To ease the learning process and improve the generalization performance of IAA models, we propose a way to form a more stable and distinguishable score distribution with careful consideration of the noise variance $\sigma_{v}^{2}$. Although the $\sigma_{v}^{2}$ is unknown, it is reasonable to assume that $\sigma_{v}^{2}$ is proportional to $\sigma_{s}^{2}$, given that large ambiguities are associated with elevated noise levels. To be more specific, a larger variance of an observed aesthetic score means that the perceptual quality is more controversial. Such images are more likely to confuse the human subjects during annotation, increasing the uncertainty and variance of human decision and score assignment. Thus we have:

$$\sigma_{v}^{2} = (1 - \lambda) \sigma_{s}^{2},$$

where $\lambda \in (0,1)$. Combining with \cite{14}, the $\sigma_{v}^{2}$ can be derived as:

$$\sigma_{v}^{2} = (1 - \lambda) \sigma_{s}^{2}.$$
limit to \( \sigma_{zn}^2 \). The distribution of the variances of all the images in AVA after scaling using (16) is depicted in Fig. 4. After the scaling, more than 90% of the images have variances smaller than 1.5, and the remaining 10% of the images have much larger variances. Therefore, we fixed the upper limit to be 1.5 and the ground truth variance \( \sigma_{zn}^2 \) is estimated as:

\[
\sigma_{zn}^2 = \min(0.5\sigma_{zn}^2, 1.5).
\]

(17)

A Gaussian distribution is thus fitted to the raw score distribution of each image \( x_n \) using \( \mu_{zn} \) and \( \sigma_{zn}^2 \). The same 2-dimensional visualizations of the stabilized Gaussian distributions are shown in Fig. 3(c,f,i). As can be observed, more distinguishable spreads are obtained on the AVA images. Lastly, we discretize the stabilized Gaussian distribution into the same bins as the RSD and employ the softmax CE loss (10) to train the CNN model. Specifically, we sample \( M \) values from the stabilized Gaussian and \( L_1 \)-normalize the sampled probabilities. The discretized distribution can accurately reproduce the average score with an average reconstruction error smaller than \( 1e^{-3} \), which is negligible compared to the learning error of the CNN model.

IV. EXPERIMENTS

A. Datasets

Two representative image aesthetic datasets: AVA [37] and AADB [24] were employed in our experiments. The AVA dataset is the largest publicly available benchmark dedicated to supporting IAA research, as it contains more than 250k labelled images. Each image was rated by, on average, 210 people with integer scores ranging from 1 to 10. For the standard partition of binary classification, images having average scores \( \geq 5 \) are treated as positive examples and images with average scores \( \leq 5 \) are viewed as negative ones. Following common practice on this dataset [29, 32, 37], we employed \(~230k\) images to train the CNN model and the remaining \(~20k\) images to evaluate the performance of
competing IAA models. All of the three types of aesthetic labels (binary category, average quality score, and score distribution) are available on this dataset. Six different metrics were used to evaluate model performances on the three IAA tasks: binary classification accuracy for binary label classification; Spearman’s rank correlation coefficient (SRCC), Pearson correlation coefficient (PCC) and mean squared error (MSE) for quality score regression/ranking; KL-divergence and the Earth Mover’s Distance (EMD) [15] for score distribution prediction.

The AADB dataset [24] is a more recent dataset which is specifically designed for aesthetic ranking and attribute learning. It consists of a total of 10,000 images. We followed the standard partition, using 8,500 images for training, 500 images for validation and the remaining 1,000 images for testing. Each image in this database was annotated by, on average, 5 people with integer scores ranging from 1 to 5. We discarded about 100 images from the training set which have only one rating (i.e., the variance cannot be computed). The SRCC was reported on this database following the database creators.

B. Implementation Details

Two representative CNN architectures (the VGG16 [42] and ResNet50 [14]) were employed to implement the proposed models. Both the VGG16 and ResNet50 networks were first pre-trained on the ImageNet [38] classification task, then fine-tuned on the target aesthetic datasets. The last layer was replaced by a new layer adaptive to different aesthetic representations, using the loss functions evaluated in this work. For brevity and fair comparison, all the other operations and settings before the last layer were held fixed over all the different methods.

The input images were resized to a fixed resolution of $384 \times 384$, and only random horizontal flip was used for data augmentation. The MatConvNet toolbox [44] was employed to fine-tune the CNN models using stochastic gradient decent with momentum. Throughout our experiments, the batch size and momentum were fixed at 32 and 0.9 for both models. The weight decay was fixed at $1e^{-4}$ and $5e^{-4}$ for ResNet50 and VGG16, respectively. The only parameter that was tuned for each method was the learning rate, in order to account for the different characteristics of the aesthetic representations and loss functions.
C. Learning with Quality Scores

As mentioned before, reliable score distributions are much harder to obtain than binary labels or quality scores. Therefore, in practice, it is important to be able to train an IAA model using only binary labels or quality scores. We begin by studying the performance of our model using three loss functions, MSE, Huber and CE, when learning quality scores. To do this, we separately trained a ResNet50 model on the AVA dataset using each of the three loss functions.

The original quality scores were scaled into “soft” probabilities for the two-set partition (refer to (5)). Both classification and regression performances were evaluated for each loss. Following [36], we fixed $\epsilon = \frac{1}{2}$ for the Huber loss. Each loss function was fine-tuned over 10 epochs using an exponentially decreasing learning rate. Three sets of learning rates in the intervals $[10^{-2.5}, -3.5]$, $[10^{-2.5}, -3.5]$ and $[10^{-1.5}, -2.5]$ were evaluated for each loss. The learning curves when regressing the average quality scores are plotted in Fig. 5. However, the MSE loss failed to converge for two of the three sets of learning rates, because of the unbounded model output and gradient. Thus, corresponding learning curves for the MSE loss are not included in Fig. 5.

Figure 5 clearly shows that the CE loss achieved the fastest convergence speed among the three competing loss functions, over all three sets of learning rates. Specifically, when using the CE loss, performance on the test set always converged within 5 epochs. When using relatively small learning rates (see Fig. 5(a)), all three loss functions exhibited some degree of under-fitting, where the testing error was similar to or smaller than the training error. By appropriately increasing the learning rate, this problem can be solved, and the model converged to a better local minimum for both the CE and Huber losses, as shown in Fig. 5(b). Further increasing the learning rate would result in over-fitting and worse performance on the test set, as shown in Fig. 5(c).

It is also apparent that the CE loss obtained the best performance among the three loss functions for all three sets of learning rates. Given an appropriate set of learning rates, the Huber loss was also able to deliver competitive performance, yet slightly worse than that achieved using the CE loss. The MSE loss yielded the worst performance and even failed to converge on the two sets of larger learning rates. This may partly explain the moderate SRCC values reported in [24], where the MSE loss was employed to learn a deep model. These results further validate the conclusions reached in the analysis in Section III-C that the CE loss delivers more efficient and effective performance than its counterparts. It is important to note that it is our unified probabilistic formulation that makes it possible to use the CE loss to train on the quality scores.

D. Learning with Raw Score Distributions

We then compared the performance of models trained using different loss functions when learning raw score distributions using six different evaluation metrics. Along with the MSE loss, Huber loss and CE loss, we also compared performance when using the EMD loss [15, 43], which is specifically designed for distribution learning. As with the experiments on learning quality scores, we tested three sets of learning rates for each loss function. The best results for each loss function are summarized in Table I. Again, the MSE loss obtained the worst performance among all competitors. The EMD and Huber losses achieved comparable results, while the CE loss performed the best on all six metrics. Note that the EMD loss is based on the $L_2$-distance, which suffers from the same instability and inefficiency as the MSE loss.

E. Learning with Different Aesthetic Labels

This section evaluates IAA performance when using different aesthetic labels. We fixed the loss function to CE, because of its outstanding performance over all of the previous evaluations. Five different aesthetic labels, including binary category labels, average quality scores, RSD, fitted Gaussian with noisy variance (Gaussian-NV) and the proposed fitted Gaussian with modified variance (Gaussian-MV) were compared. We tuned the learning rate for each type of aesthetic label. The SRCC and classification accuracy were employed as the performance metrics. The best results obtained for each type of label are reported in Table II.

It may be seen that the binary category labels achieved the worst performance, especially in terms of the ranking metric SRCC. This is not surprising, since binary labels contain only a small amount of information regarding relative subjective judgments of aesthetic levels. During our experiments, we

<table>
<thead>
<tr>
<th>Loss</th>
<th>Accuracy (%) ↑</th>
<th>SRCC ↑</th>
<th>PCC ↑</th>
<th>MSE ↓</th>
<th>KL-Div ↓</th>
<th>EMD ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>77.87</td>
<td>0.6287</td>
<td>0.6357</td>
<td>0.3368</td>
<td>0.1434</td>
<td>0.0725</td>
</tr>
<tr>
<td>EMD</td>
<td>79.33</td>
<td>0.6904</td>
<td>0.6942</td>
<td>0.2932</td>
<td>0.1085</td>
<td>0.0673</td>
</tr>
<tr>
<td>Huber</td>
<td>79.32</td>
<td>0.6929</td>
<td>0.6920</td>
<td>0.2915</td>
<td>0.1132</td>
<td>0.0675</td>
</tr>
<tr>
<td>CE</td>
<td><strong>79.78</strong></td>
<td><strong>0.7025</strong></td>
<td><strong>0.7049</strong></td>
<td><strong>0.2842</strong></td>
<td><strong>0.1020</strong></td>
<td><strong>0.0664</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Aesthetic labels</th>
<th>SRCC</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary labels</td>
<td>0.6760</td>
<td>79.45</td>
</tr>
<tr>
<td>Quality score</td>
<td>0.7070</td>
<td>79.96</td>
</tr>
<tr>
<td>RSD</td>
<td>0.7025</td>
<td>79.78</td>
</tr>
<tr>
<td>Gaussian-NV</td>
<td>0.7081</td>
<td>79.95</td>
</tr>
<tr>
<td>Gaussian-MV</td>
<td><strong>0.7141</strong></td>
<td><strong>80.35</strong></td>
</tr>
</tbody>
</table>
found that the model trained using binary labels converged faster but also tended to over-fit, even when using a small learning rate. The model trained on average quality score regression not only yielded much better ranking performance but also led to higher classification accuracy. Training on the noisy RSD produced slightly worse performance than regression on the average quality scores, revealing the unreliability of the RSD. As compared with RSD, the fitted Gaussian distributions performed better with respect to both the classification and regression metrics. Specifically, as compared with the RSD, the proposed Gauss-MV improved the SRCC by more than 0.01. It should be mentioned that this improvement is nontrivial, since our baseline performance was already very competitive, and improving SRCC on ∼20k testing images is very challenging.

F. Comparison with the State-of-the-Art

We now compare the performance of our proposed deep IAA models against several state-of-the-art methods on both the AVA [27] and AADB [24] datasets. The results are listed in Tables III and IV respectively. The employed CNN models and the corresponding training costs are also reported for comparison. Since many previous studies only conducted binary classification on the AVA dataset and since the source codes of those works have not been released, we leave their results blank in Table III. It is important to observe that the NIMA method [43] was not created using the standard partition of training and testing images on the AVA dataset, making it impossible to compare their results against the other methods. Therefore, we re-implemented the NIMA method, and tested it using the standard AVA partition. The results of both our implementation and that of the original NIMA paper are included in Table III. It is worth mentioning that both our re-implementation (using ResNet50, reports EMD 0.067) and the third-party implementation on github[1] (using Inception-ResNet V2, reports EMD 0.07) produced very similar results to each other, but very different results than those reported in the original NIMA paper (using Inception V2, reports EMD 0.05).

Table III shows that the proposed unified solution achieves state-of-the-art performance with respect to most of performance metrics. Our model is particularly effective on the regression/ranking problems and converges much faster than the compared prior ones with significantly improved training efficiency. It is worth mentioning that a variety of specific techniques, such as multi-crop aggregation [29, 31], composition preserving pooling [32], multi-model integration [9, 28, 34] and multi-task learning [21, 24], were used by some of the compared methods to improve their performances on the AVA dataset. Our models outperforms previous ones by
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using a very simple framework. The best binary classification accuracy was achieved by the method reported in [31], which deployed a complex saliency detection method and a carefully designed optimization strategy to select multiple image crops. An additional attribute graph was further integrated into their model to further improve performance. In comparison, our proposed probabilistic representation and loss function are free of any such feature extraction processes. We also noticed that VGG16 obtained better results on the task of std. regression than the ResNet models. This is mainly because the standard deviations (2nd order statistics) of images are much harder to learn than their average scores (1st order statistics). Therefore, deeper models such as ResNet101 may over-fit the problem if the training data is not sufficiently large.

The AADB dataset is a new dataset, and only a few results have been reported on it. We implemented the recent method NIMA [43] on this database using the ResNet50 model. Both of the compared methods [24, 33] employed a multi-task learning strategy with additional labels, while [15] aggregated 8 different CNN models. From Table IV, we can see that when using the same ResNet50 model as [33], the NIMA outperforms prior methods, yet our method obtains the best results. Using the Gaussian-MV instead of quality scores again yields a measurable improvement, further validating the generality of our proposed representation.

**G. Cross Dataset Evaluation**

Given the large variations in reported image aesthetic scores, an effective and practical model should be expected to demonstrate reasonable generalization performance across different sources of data. Towards analyzing the ability of our model in this regard, we followed [24] to conduct a cross dataset evaluation on the AVA and AADB datasets. Since the rating scales on these two datasets are different, we cannot conduct binary classification or score distribution prediction across them. We thus only conducted the quality score regression task, and report the SRCC of the different training and testing settings in Table IV. NIMA [43] was implemented by ourselves using the RSD of the database, since the trained model is not available. As compared with [24], both NIMA and our method substantially improve the cross dataset evaluation performance for all settings. Employing the proposed Gaussian-MV further improves performance relative to using the quality scores. An interesting observation is that the model trained on the large scale AVA dataset is more effectively transferable to the small AADB dataset than the reverse. This suggests that training on larger dataset improves the generalization ability of learned IAA models.

**H. Selection of λ**

We conducted an ablation study of the influence of the value of λ in Eq. (15) on model performance. Specifically, we evaluated four even-spaced values λ = 0.25, 0.5, 0.75 and 1.0 on ResNet50 model, with all the other settings fixed. The resulting SRCC and accuracy curves on the AVA dataset and the SRCC on the AADB dataset are plotted in Fig. 6. Our experimental results show that our method is insensitive to variations of λ over a wide range centered around 0.5, while a larger values of λ (close to 1) causes worse performance, which is consistent with our noise assumption. It is worth mentioning that the real noise level of any individual rater is unavailable. When λ = 0, the Gaussian-MV is equal to Gaussian-NV which is not discriminative enough, while when λ = 1, the Gaussian-MV degrades to the single quality score, which causes too much information loss. λ = 0.5 happens to obtain a good balance between preserving distribution information and increasing discriminability.

**I. Discussion**

In the last stage of our experiments, we make a qualitative analysis of the model trained using our proposed Gaussian-MV representation on the aesthetic quality score prediction.
Fig. 8. Examples where our model consistently predicts the ground truth scores. Both the ground truth score (g*.**) and the predicted score (p*.**) are marked for each example.

Fig. 9. Examples where our model does not consistently predict the ground truth scores. Both the ground truth score (g*.**) and the predicted score (p*.**) are marked for each example.

problem, because it is more important in practical applications as compared to binary classification and score distribution prediction. A two-dimension scatter plot of the ground truth scores versus the predicted scores on the ~20k test images of AVA dataset is shown in Fig. 7. As can be seen, the predicted scores of our model are generally linear against the ground truth scores, with a reasonable spread. This indicates that our model is capable to make reliable predictions of image aesthetics on large scale datasets and applications. Some examples that get accurate predictions are shown in Fig. 8. Increases of the predicted aesthetic quality scores are associated with images that are more aesthetically pleasing. We also found some images whose predicted scores are noticeably inconsistent with the ground truth scores. These
negative examples can be mainly divided into two categories. The first category of examples are generally outliers, where images with moderate aesthetic quality have very low ground truth scores or where ordinary images receive very high ground truth scores. Several examples in this category are shown in Fig. 9(a). The other category contains examples with slightly biased predictions. As shown in Fig. 9(b), the predicted scores for some low quality images may be slightly larger than their associated ground truth scores and conversely for some high quality images. This is mainly caused by an unbalanced distribution of training samples. According to the statistics reported in [27], the ground truth scores of all of the images in the AVA dataset follow a Gaussian distribution, and the scores of most of the images lie in the range of [4, 7]. Thus, our model tends to make predictions biased towards the dominant score range. Fortunately, we rarely found that images having low aesthetic quality were predicted by our model to have high aesthetic scores, or vice versa.

V. CONCLUSION

We have studied the close relationship between the three main tasks that define the image aesthetic assessment (IAA) problems, and we provided a unified probabilistic formulation to handle these different tasks. Using the unified probabilistic representation, the cross-entropy loss was naturally employed to learn deep IAA models. By using our probabilistic formulation, both the efficiency of the training process and the performance of the trained models were much improved. A more reliable aesthetic score distribution was also proposed to train deep IAA models, which further improved the performance on both the binary classification and quality score regression problems. Comprehensive analysis and extensive comparisons were conducted, where we showed that our proposed method achieved state-of-the-art IAA performance on the two available aesthetic benchmarks.
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