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Abstract— Satellite networks are drawing more and more
attention, since they can provide various services to everywhere
on the earth. Communication devices in satellites are typically
powered by solar panels and battery cells, which are carefully
designed to guarantee power supply and avoid deficiency. How-
ever, we find that unrestrained use of energy will cause a satellite
to age quickly, because the number of recharge/discharge of
battery cells is limited. Due to the extremely high cost of satellites,
the development of energy-efficient satellite routing to save energy
and prolong satellite lifetimes has become significantly important.
In this paper, we do comprehensive studies. First, we model the
power consumption of a space router, power supply by solar
panels, and aging of battery cells formally. Second, we define the
energy-efficient satellite routing (EESR) problem, and prove that
the EESR problem is NP-hard. Then, we develop three algorithms
to gradually solve the EESR problem. GreenSR-B is a baseline
algorithm which computes link costs iteratively to compute a
routing that minimizes the total recharge/discharge cycle number.
GreenSR-A selects space routers to switch into sleep mode to
improve energy conservation. GreenSR jointly considers energy
efficiency and QoS requirements of path length and the maximum
link utilization ratio. We evaluate our algorithms by simulations
on a low earth orbit satellite network with real Internet usage
traces. The results show that GreenSR can prolong the lifetime
of satellite battery cells by more than 40%, with little increment
in path length and a small link utilization ratio.

Index Terms— Satellite network, space router, energy-efficient
routing.

I. INTRODUCTION

SATELLITE networks are designed to connect thousands
of users from everywhere on the earth without terrestrial

connections. With the fast development of communications
satellite technologies, increasing attention has been drawn
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by developing advanced satellite networks to provide various
services, such as Internet access, VOD, VoIP, etc. [1]–[3].

In satellite networks, the power system must be developed
carefully so as to guarantee the power supply for communica-
tion devices, e.g. space routers [4]. Typically, the power system
of a satellite uses solar panels to generate electricity from solar
irradiance, and battery cells to store the energy. However, even
if the power supply is sufficient, unrestrained use of energy
will cause a satellite to age quickly, because there is a limit on
the maximum number of complete recharge/discharge cycles
of battery cells, namely cycle life or cycle number. Since it
is rather expensive to construct and launch a satellite [5],
people expect that a satellite can serve as long a time as
possible. In this paper, we propose energy-efficient routing
in satellite networks, which provide a fine-grained control
on the network traffic and switch the underutilized space
routers into sleep mode, so as to save power and prolong
the lifetime of battery cells. Note that “energy-efficient” here
is not only related to traffic transmission, i.e., throughput
per unit energy, but also related to satellite lifetime, which
is more important. The two objectives are consistent. For
one satellite, reducing the energy consumption (for the same
throughput) can decrease the usage of battery cells in general,
though sometimes it may have little effect to the battery
lifetime because the power supply from the solar panels is
sufficient.

To save power in the complex circumstance of satellite
networks is challenging. A space router works under intense
radiation and a wide range of temperature, with a limited
budget of weight and space. A large amount of power is
drawn by signal transfer for a space link. Thus, the power
consumption of a space router is different from that of a
terrestrial router. On the other hand, there may not be persistent
power supply from solar panels, because 1) no power can
be generated during eclipse periods; 2) the solar panels may
not be always oriented towards the sunlight; and 3) the
solar panels are ageing due to contamination of plume flow,
micrometeoroid impact, radiation damage, and etc. Further,
the cycle life of battery cells is affected by several factors,
such as depth-of-discharge (DOD), discharge rate, etc. For
example, in order to get a certain amount of energy from a
set of Lithium-ion battery cells which are commonly used in
satellites, instead of discharging the battery cells from 100%
to 0%, it is better to discharge them from 100% to 50%, and
then recharge them to 100%, and discharge them to 50% again.
DOD of the former case is 100%, while DOD of the latter
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is 50%, which results in a longer battery life.1 As a result,
existing energy-efficient routing approaches in the Internet
cannot be applied straightforwardly in satellite networks. It
is necessary to understand these issues comprehensively, and
understand how network routings effect the lifetime of satellite
networks.

To this end, we develop a set of models in this paper.
First, we model the space router power consumption as a
function of the amount of traffic. Second, we model the power
generated by solar panels in a satellite, which is a function
of satellite positions, attitudes (to which direction the solar
panels are oriented), and orbit height. Then, we model the
energy stored in battery cells, which increases when there is
more power generated than consumed, and vice versa. And
last, we model the ageing of solar panels and Lithium-ion
battery cells. The key idea to model the cycle life of battery
cells is that, we define a baseline life which is the cycle life
when the battery cells always discharge from 100% to 0%,
i.e., the DOD is 100%. Then, we use the baseline life as a
life pool, and we develop a function which describes the life
“consumed” from the life pool for a discharge with any DOD.
With the models, we define the energy-efficient satellite
routing (EESR) problem, whose objective is to minimize the
total cost of a satellite network in a long period by prolonging
the satellite lifetime. We prove that the EESR problem is
NP-hard.

We develop algorithms systematically to solve the EESR
problem. First, we develop the GreenSR-B algorithm which
computes an energy-efficient satellite routing without switch-
ing space routers into sleep mode. The key idea is that we
estimate the DOD increment of each node, and set the link
costs to reflect the cycle life consumption by topology trans-
formation. Then, paths with the least cycle life consumption
can be computed by Dijkstra’s algorithm. Second, we develop
the GreenSR-A algorithm, which computes a sub-graph to
carry the traffic, so as to switch other space routers into
sleep mode. GreenSR-A uses GreenSR-B as a sub-routine
to compute the routing. Third, we incorporate path length
and link utilization ratio into the link costs, and develop the
GreenSR algorithm to compute an energy-efficient satellite
routing with QoS considerations. We evaluate our algorithms
by simulations on a low-earth-orbit satellite (LEO) network,
with real Internet usage traces. The results show that GreenSR
can prolong the lifetime of satellite battery cells by 41.2%
compared to the shortest path routing, with small path length
and link utilization ratio.

The main contributions are summarized as follows.

• We propose energy-efficient routing in satellite networks,
which routes traffic flows properly and switches space
routers into sleep mode to save energy consumption, so
as to prolong the lifetime of satellite battery cells, and
thus the satellite lifetime.

• We define the EESR problem formally based on a com-
prehensive set of power models. The models are general

1Note that such a characteristic is different from that of outdated Nikel-Zinc
battery cells which prefer deeper discharges.

and not restricted to certain type of satellites. We prove
that the EESR problem is NP-hard.

• We propose three algorithms to compute routing to
solve the EESR problem. The algorithm development
is gradual, which first focuses on improving the energy
conservation, and then considers energy conservation and
QoS requirements concurrently.

• We evaluate our algorithms by simulations on a low earth
orbit network with real Internet usage traces. The results
validate the effectiveness of our approach.

The rest of the paper is organized as follows. Section II
reviews related work, and Section III gives some background
and an overview of our approach. The satellite power models
are presented in Section IV. We model the EESR problem and
analyze the hardness in Section V. Section VI is dedicated to
algorithm development. The evaluation methods and results
are presented in Section VII, and Section VIII concludes
the paper.

II. RELATED WORK

Energy efficiency and routing are two important aspects of
satellite networks, especially in recent years when there is an
increasing interest in using small, low-cost satellites for many
types of missions. Small satellites can further be divided into
minisatellite (100 to 500 kg), microsatellite (10 to 100 kg),
nanosatellite (1 to 10 kg), and picosatellite (less that 1 kg) [6].
Because space and weight are very limited in a small satellite,
energy efficiency is significant, and there are studies aiming
to optimize the satellite power systems [7]. On the other
hand, these mass-produced small satellites usually form large
networks such as megaconstellations [8], which are one of
the most promising new trends today. For instance, LeoSat2

has 78 LEOs, and OneWeb3 has 648 satellites. Thus, routing
in such a large satellite network must be designed carefully.
In this section, we review some related work on both energy
efficiency in satellites and routing in satellite networks. And
then, we review the state of the art in energy-efficient routing
in the Internet.

A. Energy Efficiency in Satellites

Lee et al. [9] proposed to select the best configuration
of solar panels and battery cells such that all tasks can be
guaranteed without power deficiency until the end of the satel-
lite’s mission lifetime. On the other hand, more studies con-
sider the management of tasks to consume energy efficiently.
Gatzianas et al. [10] proposed a cross-layer resource allocation
scheme for wireless networks operating with rechargeable
batteries. The objective is to maximize total system utility,
which is a function of the long-term rate achieved per link.
Fu et al. [11] dealt with communication satellites with con-
strained energy. They designed an energy (transmission) allo-
cation and admission control scheme to maximize the reward.
Lee et al. [9] proposed to execute higher versions of tasks

2http://www.leosat.com/
3http://oneweb.net/
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when there is surplus energy. More existing studies are sum-
marized in [7]. Further, there are studies on remotely configur-
ing the communication system to enable changing bandwidth
and optimized power consumption. Such flexible payloads
techniques [12] can be used in several payload architectures
such as “bent-pipe”, digital transparent processor-based, and
high throughput satellite. Pinto et al. [13] proposed software
defined radio, which enables an adaptive and reconfigurable
communication system to achieve modification of data rate
and power consumption. The objective of these studies is
to maximize the task performance or the reward, and most
existing studies consider a single satellite, without considering
routing in satellite networks.

Our work in this paper differs from the aforementioned
schemes as we deal with the routing in satellite networks, and
we for the first time set an objective to prolong the lifetime
of satellites.

B. Routing in Satellite Networks
There are studies on satellite routing to construct real time

transmission paths, which can make good use of the low-
latency and high-bandwidth LEO networks [14]. Because
the topology of a LEO satellite network is changing over
time due to link handovers, some studies developed distrib-
uted approaches [15], [16], but more approaches compute
routing (in a centralized manner) for each snapshot of the
topology, which is predictable for each time slice/slot [17].
Uzunalioglu [18] reduced the number of rerouting attempts
due to link handovers by probabilistic routing. Tang et al. [19]
proposed to prolong the snapshot duration by reassigning
inter-satellite links. Svigelj et al. [2] divided the user traffic
into interactive real-time applications, large file distribution,
and best-effort service. They proposed traffic class depen-
dent routing to meet the requirements of each traffic class.
Zhang et al. [20] considered delay and bandwidth concur-
rently. Dong et al. [23] used ant colony optimization to
solve the routing and wavelength assignment problem in a
satellite optical network. Song et al. [21] proposed to combine
preliminarily planed routing and real-time adjustment based
on “traffic lights” that indicate the congestion status, so as
to forward each packet on a near-optimal path and avoid
congestion. A similar approach proposed by Li et al. [22]
estimates congestion status by a fuzzy satellite congestion
indicator. There are also studies on routing in multi-layered
satellite networks, to enable scalability [24], traffic balancing
[25], [26], and on-demand routing [27].

On the other hand, there are also studies on applying
delay/disruption tolerant network (DTN) routing to satellite
networks, since constructing and managing inter-satellite links
increase the cost of LEOs [28]. There have been a large
number of studies on DTN, and Caini et al. [29] analyze
the use of DTN for future satellite networking applications.
Muri et al. [30] compared DTN with UDP in LEO constella-
tions with small satellites, and found that DTN has a higher
data-rate. Lu et al. [31] proposed boundary diffusion routing in
a fault block for LEO networks and other 2D mesh networks.
Wu et al. [32] leveraged snapshots of time-varying topology of
a satellite network to find the routing optimizing the expected

delivery time. Lu et al. [33] proved the NP-hardness of routing
in store-and-forward LEO satellite networks.

Our work in this paper aims at improving energy efficiency,
which has been considered little by existing studies on satellite
routing. In particular, We focuses on the former type of routing
in satellite networks, i.e., constructing real time transmission
paths instead of DTN routing. Because the architecture of
DTN is very different from traditional Internet routing, where
data has to be stored and may be copied and forwarded
multiple times, namely “spray and wait routing”, the power
consumption model is then different, which greatly changes
the problem. And we leave this aspect to future work. We also
consider certain QoS guarantees including path length and link
utilization ratio when improving energy efficiency.

C. Energy-Efficient Routing in the Internet

There are a number of studies on energy-efficient routing
in the Internet. Many studies aggregate the traffic to a few
routers and switch other routers into sleep mode to conserve
energy. For example, Vasić et al. [34] leveraged MPLS tun-
nels to construct energy-critical paths to aggregate traffic.
Shen et al. [35] used Lagrange multiplier method to compute
link costs of OSPF to balance energy conservation and link
utilization ratio. Li et al. [36] leveraged IP fast rerouting to
achieve safe traffic switching. There are many other studies
with various considerations. On the other hand, people find
that the power consumption of routers can change with a
few factors, such as traffic amount, packet size and etc [37].
Sleep mode can save energy only in certain conditions [38].
Recently, Yang et al. [39] modeled the power consumption
of routers with trunk (parallel) links, and proposed loop-free
hop-by-hop routing algorithms to achieve energy efficiency.
Mineraud et al. [40] and Yang et al. [41] proposed to leverage
renewable energy such as solar and wind to achieve green
Internet routing.

To achieve energy-efficient routing in satellite networks, we
cannot directly use the existing approaches in the Internet,
because the power consumption of space routers is different,
as well as the power supply in satellites. We develop a set of
power models, based on which we leverage traffic engineering
and sleep mode to save energy.

III. BACKGROUND AND OVERVIEW

A. Satellite Networks

Communication satellites provide a good solution for people
to access the Internet from everywhere on the earth due to
the wide geographical coverage. A traditional communication
satellites provides transparent transmission: the satellite per-
forms as a “bent pipe” that connects end communicators and
a ground station. Nowadays, there is an increasing trend for
communication satellites to interconnect and form networks,
so as to enlarge the capability of providing services to various
sectors of society. A link between two satellites is called an
inter-satellite link. Generally, low-earth-orbit satellites (LEOs)
are deployed in satellite constellations to provide a global
coverage anytime, because a LEO covers only a small area and
is in continuous motion relative to Earth’s surface. Continuous
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Fig. 1. Block diagram of the system.

Internet connections can be sustained by handing off the
connections from one LEO to the next. In a constellation,
a link between two satellites in the same orbit is called
an intra-orbital link, and a link connecting satellites in
neighboring orbits is called an inter-orbital link. Further,
multi-layered satellite networks are proposed. Medium earth
orbit satellites (MEOs) and/or geostationary earth orbit
satellites (GEOs), which cover larger areas, are introduced
to provide better performance of data transmission and better
management. A link between satellites in different layers
(e.g. between an LEO and a GEO) is called an inter-layer link.

B. System Architecture

Satellites of different types (such as an LEO and a GEO)
have different characteristics and designs. However, for a
communication satellite with a routing selection device, i.e., a
space router, the basic architecture is similar. We present some
background on the system, especially on the battery model.

Fig. 1 shows the system architecture. A satellite usually
has a set of solar panels which change solar irradiance into
electric power. However, the output power of the solar panels
is not constant, because eclipse may happen and the direction
to which the solar panels are oriented is changing. Since
continuous power supply may not be available with solar
panels alone, rechargeable battery cells are used to store
residual energy when the power generated by solar panels
is greater than the power consumed, and provide energy
when the power generated is not sufficient. There are a set
of components drawing power in the satellite, including the
space router, a GN & C (guidance, navigation, and control)
computer, and traveling wave tube amplifiers (TWTAs), etc.
To avoid energy shortage throughout the satellite’s lifetime, the
electrical power system is developed carefully, e.g., to select
solar panels with proper output power and select battery cells
with proper maximum capacity.

The maximum capacity of battery cells is the maximum
energy (in Watt second or Joule) that can be discharged for

the components to use, before the voltage drops to a lower
threshold. Cycle life (or cycle number) is a metric that indi-
cates the number of full recharge/discharge cycles available
before the battery cells cannot be used anymore. The main
focus of this paper is to save the cycle life consumed, so as to
prolong the lifetime of battery cells. Depth of discharge (DOD)
represents the ratio of the energy discharged to the maximum
capacity of the battery cells, which is an important factor that
affects consumed cycle life. We will present the satellite power
models formally in Section IV.

C. Approach Overview

The key idea of our approach to save energy is to switch
the space router and some other components into sleep mode
(See Fig. 1) when there is no traffic. To enable this, we first
divide time into slots (e.g. 5 minutes) based on prediction of
topology changes due to satellite motions and link handovers.
And then, we compute routing in each time slot to aggregate
the traffic to a few satellites and links. Thus, other satellites
will have no traffic. We compute the routing in a centralized
manner, e.g. by a ground station or a GEO that has the
topology information and other necessary data. We compute
the routing for a few time slots in future all at once, and
distribute the results to each satellite in the network. As a
result, the space router is aware of the routing to be used in
each time slot, and can activate it accordingly; the GN & C
computer is aware of whether to switch the space router
into sleep mode or wake it up in each time slot. Some
other components such as antenna receivers, multiplexers, and
TWTAs can also be powered off to save power, but one
channel should be kept on for the control computer to receive
commands. Note that there have been advanced techniques
such as flexible payloads [12], which can optimize the power
consumption of certain components such as TWTAs according
to bandwidth requirement. Such techniques are promising and
will further improve the energy efficiency in a single satellite.
However, we only consider inter-satellite links with a fixed
data-rate in this paper for the clarity of presentation, and leave
the situation with flexible payloads to future work.

As discussed, our approach is not restricted to certain
type of satellites such as LEO or GEO. Also, different rout-
ing/forwarding techniques such as ATM or IP can be used,
except that DTN is not included because it may introduce
different power models. Also note that the routing computation
and update is performed in software layer, as shown above,
and no modification on the system payload design is required
except for the sleep mode trigger mechanism.

IV. SATELLITE POWER MODELS

In this section, we develop models for electric power supply
and consumption in a satellite. In particular, we first model
the power consumption of a space router - the key device of a
satellite network. Second, we model the electric power output
of solar panels with the satellite position, attitude (to which
direction the solar panels are oriented), and orbit height. Then,
we model power storage of battery cells. After this, we show
the factors that effect the ageing of solar panels and battery
cells, which thus effect the lifetime of the satellite.
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A. Space Router Power Consumption

There are few real space routers at current stage, so we
develop the power model by extending that of traditional
terrestrial routers. In the Internet, a typical router consists of
a supervisor engine card, a set of line cards, one or more
switching fabric cards, and a chassis with a backplane. This
architecture is developed for scalability, and incurs too large
a size and weight to use in a satellite. On the other hand, the
connectivity and bandwidth of a space router is relatively lower
than that of a core router in the Internet backbone, so as the
performance requirements. Thus, it is reasonable to suppose
that a space router has only one centralized processor and a set
of network interfaces without independent network processor
and storage.

The power consumption of a space router can be divided
into three parts. First, the power consumed by the OS is
independent of traffic amount and can be seen as a constant.
Second, the power consumed by buffer I/O, routing table
lookup, and signal transmission can be seen as a linear
function of traffic amount. Third, the power consumed by the
processor is exponential of traffic amount. Formally, let Pi be
the power consumption of node vi , and P0

i be the constant
power. Let Fij be the traffic amount traversing link (vi , v j )
in the direction from node vi to v j . Let N +i denote the set
of nodes that are terminals of links originated at node vi , and
N −i be the set of nodes that are origins of links terminating
at node vi . The total traffic amount traversing node vi is

Fi =
∑

v j∈N +i

Fi j +
∑

v j∈N −i

Fj i (1)

The power consumed by buffer I/O and routing table lookup
is ρi Fi with constant ρi . The power consumed by sending
data to link (vi , v j ) is ρs

i j Fi j , where ρs
i j is a constant deter-

mined by carrier frequency, transmission rate, bit error rate,
antenna radius, and space link length [42]. Similarly, the power
consumed by receiving (amplifying) data from link (v j , vi ) is
ρr

j i Fj i , where ρr
j i is a constant. The power consumption of the

processor is μi Fαi
i , where μi and αi (αi > 1) are constants

determined by the processor [43].
We assume that when there is no traffic, the router can be

switched into sleep mode to save power. We have

Pi =

⎧
⎪⎨

⎪⎩

0, if no traffic,
P0

i + ρi Fi +∑
v j∈N +i

ρs
i j Fi j

+∑
v j∈N −i

ρr
j i Fj i + μi Fαi

i , otherwise.
(2)

Let P∗i denote the power demand of other devices in the
satellite. Thus, power demand Pi

d is

Pi
d = P∗i + Pi . (3)

B. Power Supply With Solar Panels

As discussed above, the output power of the solar panels is
not constant in general. First, the satellite is not exposed to the
sun during eclipse. Second, with changing satellite position
and attitude, the solar panels may not always be oriented
towards the sunlight. We first model the power output of
solar panels as a function of the satellite position and attitude

(to which direction the solar panels are oriented), and then we
put eclipse period which is related to orbit height) into our
model.

1) Power Output With Satellite Position and Attitude:
A typical satellite solar panels system uses single-axis solar
tracking, which always maximizes the angle between the solar
panels and the sunlight. The axis of solar panels coincides
with the roll axis (longitude axis). Assume that the orbit is a
circle.4 Formally, let α denote the angle between the orbital
plane of the satellite and the sunlight. Let ω denote the angular
velocity of the satellite, i.e., radians per second, and thus the
orbital period is 2π

ω . Let t (0 ≤ t ≤ 2π
ω ) denote the time, and

assume that when t = t0, the satellite is at the point that has
the greatest distance to the sun. Then, at time t , the satellite
has passed θ = (t − t0)ω radians. Let β denote the angle
between the sunlight and the normal of the solar panels. With
single-axis solar tracking, β can be minimized, denoted by βm .
We can obtain

βm = min β = arccos
√

1− cos2 α cos2 θ (4)

The derivation of Eq. (4) can be found in the appendix. Let
γ denote the amount of solar irradiance per unit area,5 S the
area of the solar panels, and ηs denote the energy conversion
efficiency, including the efficiency of AC/DC transfer, voltage
transfer, and etc. Let Ps denote the output power of the solar
panels. We have

Ps = ηs · γ · S · cos βm (5)

The angle between sunlight and the orbital plane of the
satellite, i.e., α, changes little in two neighboring orbit period.
However, during the period of the earth revolution around the
sun, α is not fixed in general.6 Let N denote the number of
days passed since Jan. 1, αmax the maximum α that can be
achieved, and N0 the number of days from Jan. 1 to the day
when αmax is achieved. α can be computed as follows.

α(N) = arcsin

∣∣∣∣sin αmax cos

(
2π

(N − N0)

365

)∣∣∣∣ (6)

The derivation of Eq. (6) can be found in the appendix. For
a polar orbiting satellite, αmax is 90 degrees or π

2 radians. For
a geosynchronous satellite, αmax equals the obliquity of the
ecliptic, which is 23.44 degrees.

2) Effect of Eclipse: Now let us consider the eclipse period,
during which no solar irradiance is available and the output
power of the solar panels is 0. It can be found that in the
satellite orbit, the point that has the greatest distance to the
sun is the midpoint of the eclipse period. We can then assume
that the eclipse period is when −θ0 ≤ θ ≤ θ0. We have

Ps(t) =
{

0, if |(t − t0)ω| < θ0
ηsγ S cos βm, otherwise

(7)

4It is common that a satellite flies in a near-circular-orbit so as to keep a
fixed distance to the ground.

5Since the distance between the sun and the earth is very long, the amount
of solar irradiance per unit area is seen as a constant, which is 1353 Watt/m2.

6The ecliptic plane always coincides with the sunlight. Also, there exist sun-
synchronous orbits whose orbital planes keep pace with the Earth’s movement
around the sun.
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Fig. 2. Output power of solar panels in an orbit of 1700 km.

The period of eclipse is a function of the angle
between the sunlight and the orbital plane, i.e., α, because
the shadow (umbra) of the earth is a cone. Since the cone
height is much greater than the radius of the satellite orbit,
the shadow can also be modeled as a cylinder. Under this
assumption, we can obtain the equation to compute θ0. Let
R denote the radius of the earth, and H be the height of the
satellite. We have

θ0(α) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0, if α > arcsin
R

R + H
,

arcsin

√
R2 cos2 α − (2RH + H 2) sin2 α

(R + H ) cosα
,

otherwise.

(8)

The time when the satellite is at the midpoint of the eclipse
period, i.e., t0, also changes with the earth revolution around
the sun. For a polar orbiting satellite, let tbase

0 be the value
of t0 when the angle between the sunlight and the equatorial
plane, namely αe, is 0. Then, we have

t0 = tbase
0 ± cos αe

ω
√

cos2 αe + sin2 αe cos2 α
. (9)

In Eq. (9), the plus sign is used if the north polar is near the
sun and the satellite is moving from south to north when the
satellite is near the sun, and vise versa.

3) Numerical Results: We illustrate some numerical results
of our model. We consider three satellites: 1) a polar-orbiting
satellite with a height of 1700 km, whose orbit period is about
120 minutes; 2) a polar-orbiting satellite with a height of
8500 km, whose orbit period is about 300 minutes; and 3) a
geosynchronous satellite with a height of 36000 km, whose
orbit period is about 24 hours. Angle αmax for polar-orbiting
satellites is 90 degrees, while for geosynchronous satellites
it is 23.44 degrees. Assume that t0 = 0, and the maximum
output power of the solar panels, i.e., ηsγ S, is 400 Watt. Note
that ηs is a function of temperature, but the change is small.
For example, gallium arsenide solar panels have an energy
conversion efficiency of 19% [44]. We leave the effect of
temperature to future work, and we will model the change
of ηs due to solar panels’ ageing in Section IV-D.

Fig. 2 and Fig. 3 show the output power as a function of
time. We can see that the power changes even when the satel-
lite is exposed to the sun, and less power is generated when
α is greater. We also see that the eclipse occurs periodically,

Fig. 3. Output power of solar panels in an orbit of 8500 km.

Fig. 4. Eclipse time as a function of day in a year.

and is less frequent for a higher orbit, and the eclipse period is
shorter when α is greater. For the orbit of 8500 km, no eclipse
occurs when α is 45 degrees. Fig. 4 shows the eclipse time
of the three satellites throughout a year. The eclipse occurs in
two “seasons” each year, when α is small enough. The higher
the orbit is, the shorter the season lasts. The maximum eclipse
time is longer for a higher orbit satellite, even if the eclipse
period accounts for only a small portion of the whole orbit
period. Further, a greater value of N0 results in a delayed start
of the eclipse season.

From our model, some general characteristics of satellite
solar panels’ output power can be obtained. 1) The power is
periodical; 2) satellites have different eclipse periods, which
change in an annual cycle.

Discussion: We realize that there can be other ways to install
solar panels, which lead to different output power models.
For example, the axis of solar panels can also coincide with
the pitch axis (lateral axis) or the yaw axis (vertical axis),
instead of the roll axis. However, our model has an important
property - some energy can always be generated in each period
in spite of the value of α.

C. Power Storage With Battery Cells

Assume that the maximum capacity of the battery cells
changes little during the lifetime. Formally, let Cmax

B denote
the maximum capacity of the battery cells in node vi , and
CB(t) denote the energy stored in the battery cells at time t .
Note that the recharge rate and discharge rate of the battery
cells are both limited. Let P+B (P−B ) denote the maximum
recharge (discharge) power. Let η+(η−) denote the efficiency
of recharge (discharge), including the efficiency of AC/DC
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transfer, voltage transfer, and etc. Again, we omit the effect
of temperature on η+i (η−i ) here. Let Ps(t) denote the power
supply from the solar panels, which follows Eq. (7), and
Pd (t) denote the power drawn by the devices in the satellite.
Let 
t be a short time during which the power supply and
consumption do not change greatly and the action of battery
cells (recharge/discharge) also does not change. When the
power supply is sufficient, i.e., Ps(t) ≥ Pd (t), we have

CB(t +
t)

=
⎧
⎨

⎩

Cmax
B , if CB(t) = Cmax

B ,


t min[P+B , Ps (t)− Pd (t)] · η+
+CB(t), otherwise.

(10)

Eq. (10) implies that 1) the energy stored in the battery
cells cannot exceed the maximum capacity; and 2) the battery
cells are recharged with P+B when Ps(t) − Pd (t) ≥ P+B , and
the residual energy cannot be stored. Similarly, when Ps(t) ≤
Pd (t), we have

CB(t +
t)

=
⎧
⎨

⎩

0, if CB(t) = 0,

−
t min[P−B , Pd (t)− Ps(t)]/η−
+CB(t), otherwise,

(11)

and

Pd (t) ≤ Ps(t)+ P−B . (12)

D. Solar Panels and Battery Cells Ageing

For solar panels, energy conversion efficiency ηs decreases
since the start of service, due to contamination of plume flow,
micrometeoroid impact, radiation damage, and etc. Formally,
let ηmax

s be the energy conversion efficiency at the start of
service, δ the ageing rate of ηs per year, and Y be the number
of years been used. We have

ηs = ηmax
s (1− δ)Y . (13)

For lithium-ion battery cells that are commonly used in cur-
rent satellites, cycle life is affected by several factors, including
depth-of-discharge (DOD), discharge rate, temperature, and
etc. In this paper, we focus on DOD which is effected by
powering on/off a space router.

Formally, let D(t) denote the DOD at time t , which
equals

Cmax
B −CB(t)

Cmax
B

. For Lithium-ion battery cells which are
used commonly in satellites, some existing studies [44], [45]
find the relation between the total cycle life and DOD.
In particular, let L be the cycle life. Assume that the battery
cells always discharge from a DOD of 0 to a DOD of D̂,
then

log10 L + A · D̂ = B, (14)

where A and B are constants that depend on battery specifi-
cations.

In practice, the battery cells may not always discharge in
such a fixed way. We need to model the cycle life however
the battery cells discharge. To this end, we first define a

Fig. 5. An numerical illustration of function f (D).

Fig. 6. An numerical illustration of function g(D), with A = 0.8.

fixed baseline cycle life, namely L̂, as the cycle life when
D̂ = 100%. Thus, L̂ = 10B−A. Then, we consider the cycle
life “consumed” from L̂ , for each realtime discharge. Consider
that the battery cells discharge from time t1 to t2. Let f (D)
denote the cycle life consumption rate when the current DOD
is D, which means that in this discharge, the amount of cycle
life consumed is Lt1t2 =

∫ D(t2)
D(t1)

f (D)dD if D(t2) > D(t1).
Then, from Eq. (14), we obtain

f (D) = 10A(D−1)(1+ A ln 10 · D). (15)

The derivation of Eq. (15) can be found in the appen-
dix. We define function g(D) as

∫ D
0 f (D)dD, and then

we have

g(D) = D · 10A(D−1), (16)

and

Lt1t2 =
{

0, if D(t1) ≥ D(t2)∫ D(t2)
D(t1)

f (D)dD, otherwise.
(17)

The derivation of Eq. (16) can be found in the appendix, and
Eq. (17) is straightforward. Fig. 5 and Fig. 6 show functions
f (D) and g(D), respectively. We see that large DOD results
in more “consumption” of life. For example, when the battery
cells discharge from 80% to 60% of energy (DOD increases
from 20% to 40%, Area1 in Fig. 5 or L1 in Fig. 6), the
life “consumed” is much less than that when the battery cells
discharge from 40% to 20% of energy (DOD increases from
60% to 80%, Area2 in Fig. 5 or L2 in Fig. 6), though the
output energy amount is the same, i.e., 20% of the battery
cells’ maximum capacity.

Discussion: Temperature is another factor that affects the
ageing of battery cells. It is found that in the range of
−20◦C to 25◦C, the ageing rates increase with decreasing
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Fig. 7. An example of routing oscillations.

temperature, while in the range of 25◦C to 70◦C ageing is
accelerated with increasing temperature [46]. Similar results
are reported for temperature as low as −40◦C [47]. Such a
range covers the temperature for a CubeSat CP3 satellite [48].
For a general satellite, the thermal modeling can be very
complex, because different techniques can be used to keep
the internal components of a satellite at a proper temperature,
e.g. −10◦C to 30◦C [48]. Note that a low temperature happens
when the solar irradiance is little, and in such a situation, the
DOD can also be large because the power supply is little. As a
result, our approach that intends to avoid using battery cells
with a large DOD, can also avoid discharging battery cells at
a low temperature.

V. ENERGY-EFFICIENT SATELLITE ROUTING PROBLEM

The purpose of developing energy-efficient routing for a
satellite network is to prolong the lifetime of the satel-
lites. This is different from prolonging the lifetime of a
wireless sensor network (WSN). A satellite is much more
expensive than a sensor, and the satellites are launched one
by one in general. To keep the network operating nor-
mally, it is reasonable to assume that a new satellite is
launched for substitution as soon as an existing satellite
reaches the end of service. We model the energy-efficient
satellite routing (EESR) problem in this section and prove the
NP-hardness.

Following Section IV-D, a natural method to prolong the
lifetime is to use the routers in satellites with a low DOD, and
switch other routers into sleep mode. However, routing oscil-
lations may be incurred if we compute the routing according
to DOD in realtime. Fig. 7 shows an example. The router with
lower DOD is used, which causes its DOD to increase. When
the DOD is greater than that of another router, the routing
changes, and the router is switched into sleep mode. This
process loops as DOD of different routers increases alternately,
and the routing is oscillating.

To avoid routing oscillations, we divide the time into
periods, and the routing does not change during each period.
The division of time is necessary also because the topology
(inter-satellite links and inter-orbit links) may change with
time. Formally, in period from t1 to t2, the satellite network
can be modeled as G(V , E), with node (satellite) set V and
link set E. Let di j be the traffic demand from node vi to v j .
Let Pi j denote the set of all possible paths from node vi to
node v j . For each path p ∈ Pij , binary variable βpl indicates
whether path p traverses link l. Let binary variable x p denote
whether path p is used to route traffic (

∑
p∈Pi j

x p = 1). Then,
the total traffic on link l (recall Fl in Section IV-A) can be

computed as

Fl =
∑

vi ,v j∈V

∑

p∈Pi j

x pβpldi j . (18)

Let Cl be the capacity of link l, we have Fl < Cl . With Fl ,
the power consumption Pi of space router vi can be computed
by Eq. (2).

The power supply for node vi , i.e., Pi
s (t), follows

Equations (6), (7), and (8), with Ps(t) substituted by Pi
s (t).

And the power storage follows Equations (10) and (11). With
these models, we can obtain the DOD at the end of the period.
Then, the life “consumed” of space router vi in the period from
t1 to t2 can be computed with Eq. (17), with Lt1t2 substituted
by Li

t1t2 .
Let ci denote the cost of satellite vi ∈ V , and L̂i denote

the baseline cycle life when D = 100% (recall Section IV-D).
The EESR problem is

min
∑

vi∈V

ci ·
Li

t1t2

L̂i
, (19)

s.t. for all vi ∈ V

Li
t1t2 =

⎧
⎨

⎩

0, if Di (t1) ≥ Di (t2),

∫ Di (t2)
Di (t1)

fi (D)dD, otherwise,
(20)

fi (D) = 10Ai (D−1)(1+ Ai ln 10 · D), (21)

CBi (t2) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Cmax
Bi , if CBi (t1) = Cmax

Bi
and Pi

s (t) ≥ Pi
d (t) (t1 ≤ t ≤ t2),

CBi (t1)
+η+i ·

∫ t2
t1

min[P+Bi , Pi
s (t)− Pi

d (t)]dt,
if CBi (t1) < Cmax

Bi
and Pi

s (t) ≥ Pi
d (t) (t1 ≤ t ≤ t2),

0, if CBi (t1) = 0
and Pi

s (t) < Pi
d (t) (t1 ≤ t ≤ t2),

CBi (t1)
− ∫ t2

t1
min[P−Bi , Pi

d (t)− Pi
s (t)]/η−i dt,

if CBi (t1) > 0
and Pi

s (t) < Pi
d (t) (t1 ≤ t ≤ t2),

(22)

Di (t2) = Cmax
Bi − CBi (t2)

Cmax
Bi

(23)

Pi
s (t) =

⎧
⎨

⎩

0, if |(t − t0)ω| < θ0

ηsγ S cos βm, otherwise,
t1 ≤ t ≤ t2

(24)

Pi
d (t) = P∗i + Pi , t1 ≤ t ≤ t2 (25)

Pi =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0, if no traffic,

P0
i + ρi Fi +∑

v j∈N +i
ρs

i j Fi j+∑
v j∈N −i

ρr
j i Fj i + μi Fαi

i , otherwise,

(26)

Fl =
∑

vi ,v j∈V

∑

p∈Pi j

x pβpldi j < Cl , (27)

Fi =
∑

v j∈N +i

Fi j +
∑

v j∈N −i

Fj i . (28)
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Fig. 8. An example for proof of Theorem 1.

The decision variables of the EESR problem are x p

(p ∈ Pi j ,∀vi , v j ∈ V ). That is, using which path to route
the traffic for each source-destination pair. And the constraints
are equations (20) to (28). Eq. (20) and Eq. (21) compute the
“consumed” life based on Eq. (17) and Eq. (15). Eq. (22) and
Eq. (23) compute the DOD of battery cells based on Eq. (10)
and Eq. (11). Eq. (24) computes the power supply based on
Eq. (7). Eq. (25) and Eq. (26) compute the power consumption
based on Eq. (2) and Eq. (3). Eq. (27) and Eq. (28) computes
the link traffic and node traffic respectively, based on Eq. (18)
and Eq. (1). The variable with superscript/subscript i in these
equations denotes the corresponding variable for node vi .7

Theorem 1: The EESR problem is NP-hard.
Proof: We prove the theorem by a polynomial time

reduction from the minimum Steiner problem in networks,
which is NP-hard [49]. A Steiner tree is a subgraph of a
network, which is a tree and includes a given set of nodes
(terminals). The minimum Steiner problem in networks is
to find a Steiner tree in which the sum of the link costs is
minimized.

For each instance of the minimum Steiner problem in
networks, i.e., network G0(V0, E0) with link costs and terminal
set K ⊂ V0, we will construct an instance of the EESR
problem. Fig. 8 shows an example. Network G(V , E) is first
constructed as G0(V0, E0). Then, a node vl is added into V
for each link l ∈ E, and link l = (vi , v j ) is split into two
links (vi , vl ) and (vl , v j ). We add a sufficient small traffic
for each nodes in K , so the power consumption of router
vi that has traffic is constant P0

i (recall Section IV-A), and
routers without traffic traversing it can be switched into sleep
mode. Let the amount of life “consumed” by node vl be the
normalized link cost of l in G0, if vl is not in sleep mode;
and the amount of life “consumed” be 0 if otherwise. Let the
power supply be sufficient for the nodes in V \{vl |∀l}, and so
the life “consumed” is always 0. Let each node has the same
cost ci and baseline cycle life L̂i .

From the process above, we can see that finding the mini-
mum Steiner tree in G0 is equivalent to finding a routing in G,
such that the sum of life “consumed” by node vl is minimized.
The construction can be done in polynomial time. This ends
our proof.

7Note that some equations in our models above do not appear in the problem
formulation, such as Eq. (6) and Eq. (13), because the corresponding variables
(e.g. α and ηs ) can be seen as constant in a time slot to compute the routing.

Fig. 9. Linearization of g(D).

VI. ALGORITHMS

In this section, we develop algorithms to solve the EESR
problem. We first assume that all space routers in the satellite
network is powered on, and develop the GreenSR-B algorithm
to compute the routing. Then, we develop advanced algorithm
GreenSR-A to select routers that can be switched into sleep
mode. The first two algorithms focus on improving energy
conservation. We develop the GreenSR algorithm to compute
energy-efficient satellite routing with QoS considerations.

A. GreenSR-B Algorithm

We develop a baseline algorithm to compute the energy-
efficient satellite routing. We need an efficient algorithm,
because the topology of a satellite network may change
quickly. For example, an LEO satellite is visible only for a
few minutes from a fixed point on the ground. To this end, we
first linearize the objective of the EESR problem and transform
the topology, in a way that the routing can be computed
by Dijkstra’s algorithm.8 Then, we propose a binary search
algorithm to optimize the link costs, such that the optimal
solution is approximated by the routing.

For a time period from t1 to t2, we specify a baseline DOD,
namely Dbase, which presents the DOD of the battery cells at
time t2 as if there is no traffic traversing the space router. we
have

Dbase = D(t1)+
∫ t2

t1
(P0

i + P∗i − Ps(t))dt

Cmax
B

. (29)

Note that Dbase may be less than 0, which happens when
the power supply is sufficient to recharge the battery cells
to 100%. In such a case, we extend function g(D) from
[0, 1] → [0, 1] to [−∞, 1] → [0, 1]. Let g(D) = 0 if
D < 0, as shown in Fig. 9. Let w be an estimated value
of the DOD increment when traffic is forwarded by the space
router from time t1 to t2. We use a linear passing through
points (Dbase, g(Dbase)) and (Dbase + w, g(Dbase + w)) to
substitute function g(D) in our objective (Recall Eq. 17 where
Lt1t2 equals g(D(t1))− g(D(t2))). Let ξ denote the gradient
of the linear. We have

ξ = g(Dbase +w)− g(Dbase)

w
. (30)

Such linearization is useful, because if the estimated DOD
increment w is precise, then the optimal solution of the EESR

8Note that although we use Dijkstra’s algorithm, our approach is a central-
ized one.
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Fig. 10. Topo. transformation.

problem equals the one of the linearized problem. We will
show how to search for the optimal w later.

Now we transform the topology. Fig. 10 shows an example.
For each link (vi , v j ), we add node vi j , and split link (vi , v j )
into links (vi , vi j ) and (vi j , v j ), representing sending and
receiving data for link (vi , v j ), respectively. Let costs

i j denote
the link cost of (vi , vi j ), which reflects the DOD increment
rate of sending data to link (vi , v j ). We linearize the power
consumed by the processor, i.e., μi Fαi

i , to μi Fi , since αi is
close to 1 with advanced techniques [43]. We have

costs
i j =

(t2 − t1)(ρs
i j + ρi + μi )

Cmax
Bi

· ξi . (31)

Similarly, let costr
i j be the link cost of (vi j , v j ), and we have

costr
i j =

(t2 − t1)(ρr
i j + ρ j + μ j )

Cmax
B j

· ξ j . (32)

With Equations (31) and (32), the DOD increment introduced
by transferring data of amount Fij through link (vi , v j ) is then
Fij (costs

i j + costr
i j ). Thus, with our topology transformation,

the routing with minimum DOD increment can be computed
by Dijkstra’s algorithm.

For estimating DOD increment w, we have the following
observation. Let wi be the value of w for node vi . If we use a
wi that is too large, gradient ξi will be large. Then, costs

i j for
all v j ∈ N +i and costr

j i for all v j ∈ N −i are large. These links
are less likely to be used in the routing computed by Dijkstra’s
algorithm, and the traffic amount on these links will be less, so
as the DOD increment. As a result, if we get a DOD increment
that is less than the estimated value wi , we know that we used
a too large wi and we should decrease it. Similarly, if we get a
DOD increment that is greater than the estimated value wi , we
know that we used a too small wi and we should increase it.
Based on the observation, we develop Algorithm GreenSR-B
to adjust wi iteratively, and search for the optimal value. The
GreenSR-B algorithm is summarized in Algorithm 1.

The inputs of GreenSR-B include the network topology and
traffic demand in time interval [t1, t2], as well as baseline
DOD, function g(D), power function, and the maximum
battery cells capacity of each node. The iteration number
is also needed. Steps 1 to 3 initialize wi and ξi for each
node, and Step 4 does topology transformation. The main
loop is from Step 5 to Step 11. Link costs are obtained
with ξi (Step 6), and then the shortest paths are computed
(Step 7). After this, wi and ξi are updated (Steps 8 to 11)
according to power consumption and DOD increment caused
by the routing. The computation complexity of GreenSR-B is
O (max_i ter |V |(|E| + |V | log |V |)), where max_i ter is the

Algorithm 1 GreenSR-B()
Input: G(V , E); traffic demand di j for all vi , v j ∈ V ;

baseline DOD Di
base, function gi (D) for each

node vi ∈ V ;
power function Pi (Eq. (2)), Cmax

Bi for each node vi ∈ V ;
t1, t2; maximum iteration number max_i ter ;

Output: energy-efficient routing in G(V , E);
1: for each node vi ∈ V do
2: wi ← (1− Di

base)/2;
3: ξi ← (gi (Di

base +wi )− gi(Di
base))/wi ;

4: transform G(V , E) to G′(V ′, E′);
5: for i ter_num = 1 to max_i ter do
6: compute costs

i j and costr
i j by equations (31) and (32);

7: compute shortest paths for all di j ;
8: for each node vi ∈ V do
9: w′i ← DOD increment with the routing computed

in Step 7 and the input traffic demand;
10: wi ← (w′i +wi )/2;
11: ξi ← (gi (Di

base + wi )− gi(Di
base))/wi ;

12: return the routing computed in Step 7;

iteration number, and |V |(|E|+|V | log |V |) is from the shortest
path computation for each source-destination pair.

B. GreenSR-A Algorithm
In this section, we develop an advanced algorithm to

improve the performance of energy-efficient satellite routing,
by leveraging sleep mode of space routers. The intuition is
that there is a constant power consumption in a powered-on
space router (recall Section IV-A), so energy can be saved
by aggregating traffic to a few routers in the network and
switching the routers that have no traffic into sleep mode.
This is similar to sleep mode-based energy-efficient routing
approaches in the Internet. However, there are still large
differences in satellite networks.

A space router has a centralized processor and a set of
network interfaces without independent network processor and
storage, as we discussed in Section IV-A. Thus, unlike an
Internet router that can switch some parts into sleep mode,
e.g. line cards, the space router has to sleep as a whole.
Fortunately, this is possible because a large area on the earth is
uninhabited where no traffic is generated, so the space router
covering such an area is just an intermediate node whose
traffic can be aggregated to other space routers. As a result,
we need a subgraph that has the minimum powered-on space
routers and spans all nodes that have traffic demands, unlike
the Internet energy-efficient routing approaches which search
for the minimum spanning tree [36].

We take a heuristic to compute the subgraph including the
space routers that will not be switched into sleep mode. Specif-
ically, we construct graph Gm(Vm , Em) based on G(V , E). Vm

includes all nodes vi in V that has traffic demands, i.e., di j > 0
or d j i > 0. Em includes links connecting each node pair
(vi , v j ) (vi , v j ∈ Vm), corresponding to a path from node
vi to v j in G. Let Pi j denote the path, which is computed
in such a way that the nodes in the path have the minimum
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Algorithm 2 GreenSR-A()
Input: G(V , E); traffic demand di j for all vi , v j ∈ V ;

baseline DOD Di
base, function gi (D) for each node

vi ∈ V ;
Output: set of active space routers Va ;

energy-efficient routing in G(Va, E);
1: Vm ← ∅; Em ← ∅;
2: for each node vi ∈ V do
3: if di j > 0 or d j i > 0 then Vm ← Vm ∪ {vi };
4: for each node vi ∈ V and vi ∈ Vm do
5: for each node v j ∈ V and v j ∈ Vm and j �= i do
6: compute path Pi j with the min.

∑
vk∈Pi j

costk ;
7: Em ← Em ∪ {(vi , v j )};
8: costi j ←∑

vk∈Pi j
costk ;

9: T ← the minimum spanning tree of Gm(Vm , Em);
10: Va ← ∅;
11: for each link (vi , v j ) ∈ T do
12: for each node vk ∈ Pi j corresponding to (vi , v j ) do
13: Va ← Va ∪ {vk};
14: L ← life “consumed” by GreenSR-B() on G(Va , E);
15: vm ← null;
16: for each node vk ∈ V and vk /∈ Va do
17: L ′ ← life “consumed” by GreenSR-B() on G(Va∪

{vk}, E);
18: if L ′ < L then L ← L ′; vm ← vk ;
19: if vm �= null then Va ← Va ∪ {vm}; goto Step 14;
20: return routing computed by GreenSR-B() on G(Va, E);

sum of “node costs”. Let costk denote the node cost of vk ,
which reflects the life time “consumed” by the constant power
consumption. Recall baseline DOD Dbase in Section VI-A,
and we have

costk = g(Dbase)− g(D(t1)), (33)

and we set costk to 0 if costk < 0. The link cost of
(vi , v j ) ∈ Em is

∑
vk∈Pi j

costk . Then, we compute the min-
imum spanning tree of Gm . The nodes in the paths that
corresponds to the links in the spanning tree are in our
subgraph and should not be switched into sleep mode.

From the heuristic, we can see that a space router with a
greater DOD (thus a greater node cost) is more preferred to
be switched into sleep mode, so as to save more life time
“consumed”. However, the traffic that traversed a sleeping
router may move to a longer path, where more energy is
consumed by signal transmission. We check each space router
that is not in the subgraph, and we only switch it into sleep
mode when the total life time can be saved. We develop the
GreenSR-A algorithm, which is summarized in Algorithm 2.

The inputs of GreenSR-A are similar to that of GreenSR-B,
while the outputs are active space router set Va and energy-
efficient routing on G(Va, E). Steps 1 to 8 construct graph
Gm(Vm, Em ). Note that in Step 6, path Pi j can be computed
by modified Dijkstra’s algorithm, where node costs are used
instead of link costs. Step 9 computes the minimum spanning
tree in Gm(Vm , Em), based on which active routers are added
into Va in Steps 10 to 13. Steps 14 to 19 use a loop to find the

space routers that are in V \Va and should not be switched into
sleep mode. In each iteration, a node vm that has the maximum
contribution to saving life time is found and added into Va .
GreenSR-B is called as a sub-process to compute routing and
the life time consumed in Steps 14 and 17. The complexity
of computing the initial active space routers in Va (before
Step 13) is O(|V |(|E| + |V | log |V |)), which comes from
Dijkstra’s algorithm in Step 6. The complexity of adding nodes
to Va is 1

2 (|V | − |Va|)2 times the complexity of GreenSR-B.

C. GreenSR Algorithm

In this section, we develop an energy-efficient satellite
routing algorithm with QoS considerations. We consider two
metrics, namely hop count and maximum link utilization
ratio (MLUR), which are important to satellite networks.

Unlike a wired link in the Internet, a link in satellite
networks has a greater bit error rate of 10−5 to 10−7 [42],
which may incur packet loss. A path with a large hop count
has a high probability to drop a packet. Thus, we should use
paths with small hop counts. On the other hand, we should
also prevent traffic from aggregating too much, which can use
up the buffer in a space router and incur packet loss. Thus,
we should balance the traffic in the network by reducing the
MLUR. We realize that there are other metrics important in
satellite networks, e.g. propagation delay, which may differ
for inter-orbital links and intra-orbital links. Our approach
can be extended to consider heterogeneous delays by using
delay instead of hop count as path cost. Further, the traffic of
different services has different QoS requirements. As a very
first study on energy-efficient satellite routing, we consider
hop count and MLUR without distinguishing traffic types, and
leave the others to future work.

To compute paths with small hop counts, we incorporate
hop count with our link cost, i.e., Eq. (31) and Eq. (32).
Specifically, we have

costi j = λ(costs
i j + costr

i j )+ 1− λ, (34)

where λ (0 ≤ λ ≤ 1) is a coefficient to balance costs
i j +

costr
i j and the hop count. In an extreme case when λ equals

0, paths with the smallest hop counts are computed. And when
λ equals 1, the link cost reduces to that of GreenSR-B.

To reduce the MLUR, we incorporate link utilization ratio
(LUR) with the link cost after the iterations in GreenSR-B,
and compute the routing with the incorporated link costs.
Specifically, let σi j be the LUR of link (vi , v j ) under the
routing computed by GreenSR-B. Then, we set costi j to√

10σi j · costi j . By doing this, the cost of a link with a high
LUR will have an greater coefficient, and less traffic will
traverse the link.

We develop the GreenSR algorithm based on GreenSR-A,
by making the above two modifications. The additional com-
putation complexity can be seen as one more iteration in
GreenSR-B, which is call by GreenSR-A.

VII. PERFORMANCE EVALUATION

A. Simulation Setup

We evaluate our algorithms by simulations. The satellite
network used is a Walker constellation [50]. The constellation
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Fig. 11. The number of Internet users, divided by 106. A number less than 1 but greater than 0 is designated as 1.

Fig. 12. Traffic scaler as a function of time.

consists of 6 polar orbits, and there are 12 satellites spreading
evenly in each orbit. Thus, there are 72 nodes in total, and the
distance between two neighboring satellites is 30 degrees both
in longitude and in latitude. A space link is installed between
two neighboring satellites in the same orbit, and between two
neighboring satellites in two neighboring orbits. However, no
link is installed between the 1st orbit and the 6th orbit because
the satellites circulate in reverse directions. All orbits have a
height of 1700 km, and the orbit period is about 2 hours. The
position of each satellite is computed in each 5-minute time
slot, and then the network topology for simulation is obtained.
We simulate a time period that starts at 0:00am, 21 March (the
spring equinox), and lasts for half a year.

We generate traffic demands based on real Internet
usage [51] and the gravity model [52]. Specifically, as shown
in Fig. 11, we divide the Earth’s surface into 12 × 24 =
288 areas, and we compute the number of Internet users
in each area with the data in [51]. Note that the Internet
traffic demand of each area changes during a day. There
exists a diurnal pattern that more traffic is produced during
the daytime. We first assume that in each area, for every
106 Internet users, the traffic demand is 1 Mbps. We set the
traffic demand to 1 Mbps if the Internet user number is less
than 106 in an area. Then, we scale the traffic demand with the
local time in each area, using the function shown in Fig. 12,
which is simplified from the model in [53]. Note that an area
that covers cities also covers other regions. Further, a portion
of the Internet traffic will be distributed through terrestrial
infrastructure, so we use a portion (10−6) of the Internet users

in an area to generate the maximum traffic demand. In practice,
a network manager can obtain the traffic demands based on
historical data.

We attach each area to the nearest satellite node in the time
slot, and the traffic demand of each satellite node is the sum
of the attached areas’ traffic demands. Let di be the traffic
demand of node vi , and recall that di j denotes that traffic
demand from vi to v j . According to the gravity model [52], di j

is positively correlated to di and d j , and negatively correlated
to the distance between vi and v j . We compute di j as

di j = di × d j/ leni j∑
vk∈V ,k �=i dk/ lenik

, (35)

where leni j is the ball distance between vi and v j .
Some default values are as follows. The constant power

consumption of each node, i.e. P0
i , is set to 50 Watt. All space

links have a data rate of 1 Gbps. To achieve such a data rate,
ρs

i j is 0.05 Watt/Mbps, and ρr
i j is 0.01 Watt/Mbps, following

the results in [42]. ρi and μi are both 0.01 Watt/Mbps,
and αi is 1.4. The power consumption of other devices is
50 Watt. The capacity of battery cells, i.e. Cmax

B , is set
to 5000 Watt Minute, and the maximum recharge/discharge
power is sufficient large. The maximum power output of solar
panels (ηsγ S) is 500 Watt. Such values are selected in a way
that a power supply with no interruption can be provided to
each node. Following [45], A is set to 0.8. We also change
Cmax

B , P0
i , and ρs

i j to see their effects to the results.
We evaluate GreenSR-B, GreenSR-A, and GreenSR. The

maximum iteration number is set to 5. For GreenSR, λ is set
to 0.8, which means that energy efficiency account for 80%
of the link cost. The evaluation metrics include cycle number
of battery cells, path length, the maximum link traffic amount,
and computation time. There is no similar algorithm, so for
comparison, we evaluate the shortest path routing which uses
the paths with the least hop numbers.

B. Results

1) Cycle Number of Battery Cells: Fig. 13 shows the total
cycle number of battery cells for each node, in the simulated
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Fig. 13. Total cycle number of each node.

Fig. 14. Cycle number of node 0.

half-year time. We can see that the shortest path routing results
in a large cycle number, and the difference of the nodes is
large. The battery cells in some nodes “consume” a cycle
number close to 400, while the results in some other nodes
are around 260. The average cycle number is 300.72, and
the standard deviation is 21.14. Our algorithms reduce the
cycle number effectively, and all nodes have similar cycle
numbers. GreenSR-B results in a cycle number ranged from
257 to 308, where the average cycle number is 280.42 and the
standard deviation is 9.85. This is because traffic is delivered
by nodes that would “consume” less cycle number. The results
of GreenSR-A are from 174 to 233, where the average cycle
number is 200.50 and the standard deviation is 13.59; and the
results of GreenSR are from 189 to 238, where the average
cycle number is 212.87 and the standard deviation is 11.30.
This is not surprising because both GreenSR-A and GreenSR
select proper nodes to switch into sleep mode for energy
conservation. The results of GreenSR are slightly greater than
that of GreenSR-A, because path length and the MLUR are
taken into consideration by GreenSR. However, the average
cycle number is still reduced by 300.7−212.9

300.7 = 29.2% com-
pared to the shortest path routing. This means that GreenSR
can prolong the lifetime of battery cells in the satellites by
1/212.9−1/300.7

1/300.7 = 41.2%.
Fig. 14 shows the cycle number distribution of node 0 in the

simulated half-year time. The CDF is generated from values
recorded per time slot, and the results for other nodes are
similar because the simulated time is very long. We see that no
cycle life is “consumed” in 87% of the time for all algorithms,
which means that the battery cells do not need to discharge in

Fig. 15. DOD of node 0.

Fig. 16. Average cycle number as a function of battery cells capacity.

Fig. 17. Average cycle number as a function of constant power.

most of the time. The cycle number consumed in each time slot
is less than 0.2 for our algorithms. The shortest path routing
has the greatest cycle number consumption, while GreenSR-B
has less cycle number, and GreenSR-A and GreenSR have the
least. The average consumed cycle number in each time slot
is 0.050 for the shortest path routing, 0.042 for GreenSR-B,
0.032 for GreenSR-A, and 0.033 for GreenSR, respectively;
and the standard deviations are 0.038, 0.027, 0.026, and 0.027,
respectively. These results are consistent with those in Fig. 13.

Fig. 15 shows the battery cells DOD distribution of node 0,
which explains the results in Fig. 14, because less cycle life
is “consumed” when the DOD is less, even if the discharged
energy is the same. Note that the DOD is 0 in about 83% of
the time, less than 87% in Fig. 14. This is because when the
battery cells are recharged, the DOD is greater than 0 while
no cycle life is consumed.

Fig. 16 shows the average cycle number as a function of
battery cells capacity Cmax

B . We can see that the cycle number
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Fig. 18. Average cycle number as a function of sending power.

Fig. 19. Power consumption (total) per unit throughput.

Fig. 20. Power consumption (battery) per unit throughput.

Fig. 21. Sleep mode interval of each router.

decreases with the increment of Cmax
B for all algorithms. This

is because when the battery cells with a greater capacity
is used, the battery cells only need to be discharged partly,
resulting in a less DOD, and a less cycle number. However,
even when Cmax

B is 7000 Watt Minute, GreenSR still has a
cycle number that is 26.8% less than shortest path routing.

Fig. 22. Number of sleeping nodes.

Fig. 23. Average Path length.

Fig. 24. Max. link utilization ratio.

Fig. 17 shows the average cycle number as a function of
constant power consumption P0

i . The cycle number increases
with P0

i for all algorithms, because more power consumption
results in a greater DOD. However, the increment is less for
GreenSR-A and GreenSR. This reflects that a large constant
power is harmful to satellite lifetime, and it is effective to
conserve energy by using sleep mode.

Fig. 18 shows the average cycle number as a function of
sending power ρs

i j . We find that the cycle number changes little
with ρs

i j . This implies that the power for signal transmission
has little effect on energy efficiency of satellite networks. Note
that there is a trend to use laser instead of radio for space links,
which consumes much less power [54].

2) Energy vs. Throughput: Fig. 19 shows the total power
consumption divided by traffic throughput in each time
slot. We can see that the result is in a wide range of
2 to 7 Watt/Mbps. This is because the total traffic demand
changes with time, and the energy consumption cannot
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Fig. 25. Average link traffic volume.

Fig. 26. Computation time.

respond proportionally, since the idle power dominates. How-
ever, GreenSR-A and GreenSR reduce the energy consumption
by about 0.5 Watt/Mbps. GreenSR has a result similar to
GreenSR-A, which implies that GreenSR considers the QoS
requirements with little trade-off on the energy efficiency.
Fig. 20 shows the energy consumption from discharging
battery cells, divided by traffic throughput in each time slot.
The result is much less than that in Fig. 19, which implies that
the satellites use energy directly from solar panels without
discharging battery cells in most of time. Again, we see an
improvement in the result of GreenSR-A and GreenSR.

3) Sleeping Nodes: Fig. 21 shows the average interval
of sleep mode of each node, i.e., how much time a node
will stay in sleep mode or active mode before changing the
mode. We can see that most nodes have an interval of about
40 minutes, and some nodes have greater intervals. This is
because the latter nodes are near the “seam” of the Walker
constellation, and less links are attached to them, so they can
“sleep a longer time”. Note that the result is much longer
than a time slot to compute a new routing, i.e. 5 minutes.
This implies that our approach is stable and will not switch a
node between sleep and active modes frequently.

Fig. 22 shows the number of nodes that are switched into
sleep mode by GreenSR-A/GreenSR. The CDF is generated
from values recorded per time slot. We find that the sleeping
node number changes little when we change Cmax

B and P0
i .

This implies that our algorithms can always find some nodes
to conserve energy in different conditions. In 80% of the time,
no more than 20 nodes (out of the total 72 nodes) are switched
into sleep mode.

4) Path Length: Fig. 23 shows the distribution of average
path length measured in hops. We can see that the path length

of GreenSR ranges from 4.5 to 5.5, which is a little greater
than that of the shortest path routing. This is because we
incorporate hop number into the link cost. The path length
of GreenSR-B is less than 5 for 40% of the time, and the
path length of GreenSR-A is less than 5 only for 20% of the
time; further, the path length in the worst case is near 8 and 9
respectively. These results show that GreenSR can save the
lifetime of satellites with little path length increment.

5) Link Traffic: Fig. 24 shows the distribution of the max-
imum link utilization ratio. We see that the results ranges
from less than 0.1 to more than 0.6 for all algorithms. The
difference is due to the spatial and temporal distribution of
user traffic demands. However, we can see that the maximum
link utilization ratio of GreenSR is less than that of the shortest
path routing, GreenSR-B, or GreenSR-A. For instance, the
maximum link utilization ratio of GreenSR is less than 0.3
in about 70% of the time, while the maximum link traffic of
other algorithms is less than 0.3 in less than 50% of the time.
The improvement in the results of GreenSR is due to adjusting
the link cost with link utilization ratio.

Fig. 25 shows the average link traffic amount on inter-orbital
links and intra-orbital links. Generally, inter-orbital links have
more traffic because these links have a less density due to
the existence of “seam” and link handover in the polar areas.
We see that GreenSR-B and GreenSR-A have more traffic
on the links, especially the intra-orbital links, while GreenSR
has a link traffic similar to the shortest path routing. This
implies that GreenSR, which considers path length and MLUR
concurrently, can prevent traffic from gathering to polar areas,
and thus prevent large delay.

6) Computation Time: Fig. 26 shows the distribution of
computation time. It is not surprising that the shortest path
routing has the least computation time. GreenSR-B costs more
time because it computes routing iteratively with adjusted
link costs. The computation time of GreenSR-A is more
than GreenSR-B, because GreenSR-A needs to select sleeping
nodes, and check whether each sleeping node can reduce the
total cycle life, where GreenSR-B is called for each sub-
topology. GreenSR costs the most computation time, which
is less than 2.5 seconds, and much less than the time slot
period. Thus, our algorithms can meet the deadline of routing
computation and can be deployed in practice.

VIII. CONCLUSION

We studied the energy-efficient routing in satellite networks
in this paper. We found that by switching proper nodes into



3884 IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 34, NO. 12, DECEMBER 2016

Fig. 27. An illustration for derivation of Eq. (4).

sleep mode and routing the traffic carefully, the lifetime of bat-
tery cells (thus the satellites) can be prolonged. We developed
a set of models to describe the power supply and consumption
of space routers in satellites. Based on the models, we defined
the energy-efficient satellite routing problem and proved that
the problem is NP-hard. We developed a set of algorithms
to gradually solve the problem. We evaluated our algorithms
by simulation based on real Internet usage traces. The results
show that the lifetime of battery cells can be prolonged by
more than 40%, with little increment in path length and a
small link utilization ratio.

APPENDIX A
DERIVATION OF EQUATION (4)

Our purpose is to minimize β - the angle between the
sunlight and the normal of the solar panels. We first establish
a Cartesian coordinate system. As shown in Fig. 27, let the
origin be the centre of the orbit circle, the x-axis reverse to the
sunlight direction, the y-axis perpendicular to the x-axis and
the normal of the orbital plane, and the z-axis be perpendicular
to the x-axis and the y-axis.

We normalize the radius to 1. Let the coordinate of
the satellite be (x0, y0, z0). Thus, the following equations
hold.

⎧
⎨

⎩

x2
0 + y2

0 + z2
0 = 1,

z0 = tan α · x0,

y0 = sin θ,

⇒
⎧
⎨

⎩

x0 = cos α cos θ,

y0 = sin θ,

z0 = sin α cos θ.
(36)

Let (x1, y1, z1) be the unit normal vector of the solar panels,
which is perpendicular to (x0, y0, z0). We have

x0x1 + y0y1 + z0z1 = 0, (37)

x2
1 + y2

1 + z2
1 = 1. (38)

According to our coordinate system, the unit vector of the
sunlight is (−1, 0, 0). Thus, we have cos β = −1 ·x1+0 · y1+
0 · z1 = −x1. To minimize β, we need to maximize cos β.
We have the optimization problem:

max−x1, s.t. (36), (37), and (38).

According to the KKT conditions, when the optimal solu-
tion is achieved, there exist constants w0, w1, and w2,
such that

⎧
⎪⎪⎨

⎪⎪⎩

w0 + w1 · x0 +w2 · 2x1 = 0,
w1 · y0 +w2 · 2y1 = 0,
w1 · z0 +w2 · 2z1 = 0,
and (36)(37)(38)

(39)

From the above equations, we can obtain

max−x1 =
√

1− x2
0 =

√
1− cos2 α cos2 θ, (40)

which is equivalent to Eq. (4), and this ends our derivation.

APPENDIX B
DERIVATION OF EQUATION (6)

We use the Cartesian coordinate system established in
Appendix VIII, and assume that the sunlight vector is
(−1, 0, 0) on the N0-th day since Jan. 1. Then, on the
N-th day, the sunlight vector is (cos φ, sin φ, 0), where φ =
2π(N−N0)

365 .
On the other hand, the normal vector of the orbital plane

is (sin αmax , 0, cos αmax), where αmax is the maximum α
achieved on the N0-th day. Thus, we have

cos(
π

2
− α) = cos φ · sin αmax + sin φ · 0 + 0 · cos αmax

= sin αmax cos φ,

where π
2 −α is the angle between the sunlight and the normal

of the orbital plane. We obtain

sin α = sin αmax cos

(
2π(N − N0)

365

)
, (41)

which is equivalent to Eq. (6). This ends our derivation.

APPENDIX C
DERIVATION OF EQUATIONS (15) AND (17)

Consider the situation that the battery cells always discharge
from a DOD of 0 to a DOD of D̂. We have

∫ D̂
0 f (D)dD

D̂
= L̂

L
. (42)

With Eq. (14) and Eq. (42), we have

∫ D̂

0
f (D)dD = D̂ · 10A(D̂−1), (43)

which is equivalent to Eq. (16). We differentiate Eq. (43) with
respect to D̂, and obtain

f (D̂) = 10A(D̂−1)(1+ A ln 10 · D̂), (44)

which is equivalent to Eq. (15). This ends our
derivation.
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