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Abstract: Contactless fingerprint identification offers significantly higher user convenience, hygiene 

and has attracted increasing attention for the deployments. However, the presentation of fingers 

towards the contactless fingerprint sensors is hard to control and often results in unwanted pose 

changes that significantly degrade the contactless fingerprint matching accuracy. In order to address 

such problems and improve the fingerprint matching accuracy, this paper proposes a more precise 

minutiae extraction and pose-compensation approach. As compared with the conventional minutiae 

extraction approaches, our deep neural network-based approach does not require any image 

enhancement and is robust to spurious minutiae. All the minutiae extracted from our network are 

subjected to a three stage pose compensation framework: a) view angle estimation based on the location 

of core point, b) ellipsoid model formulation which simulates and compensate finger pose, c) 

intersection area estimation and alignment between different view angles. The proposed ellipsoid model 

is adaptive to both the silhouette of 2D contactless fingerprint image and the estimated view angle. The 

corresponding area between the different view angles can be theoretically estimated using this model 

and incorporated to align two contactless fingerprints for achieving superior matching accuracy. Our 

reproducible experimental results presented in this paper using public databases, and a database 

acquired during this work, validate the effectiveness of the proposed framework over the commercial 

software and earlier methods.     

  

1. Introduction 

Automated fingerprint identification is one of the most widely adopted human identity 

verification systems. Back in 1893, Home Ministry Office, UK, accepted that no two 

individuals have the same fingerprints [1] and fingerprint was gradually deployed in forensics 

and law enforcement applications. Uniqueness, persistence [2] and acquisition cost-

effectiveness properties of fingerprint win the largest shares on the biometric market. 

Traditional fingerprint acquisitions require pressing of finger against the scanners hard surfaces 

and results in elastic distortions which often degrades the matching accuracy [3-5]. More 

seriously, the latent prints left on the scanner surfaces can be easily lifted and used for sensor-

level spoof [6] attacks. On the contrary, contactless fingerprint sensing acquires finger patterns 

without any physical contact with the scanner and can offer high-quality elastic distortion free 

images while protecting privacy from residual impressions. Multimodal biometrics systems are 

known to offer extremely high level of security. It is yet another reason for enhanced research 

and development interest in this area as the contactless fingerprints can be simultaneously 

acquired along with other biometric modalities for extremely secured access control.  

      Earlier work on contactless fingerprint imaging employed a single low-resolution camera 

[6-11]. Reference [8] details a comparison between the contact-based and contactless 

fingerprint recognition on 163 fingers and reported superiority of contactless sensor over 
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contact-based one. Reference [11] investigates identification of very low-resolution contactless 

fingerprint images by using level-zeros features. With the rapid growth of mobile phone 

industry, high resolution contactless fingerprints images acquired from smartphones [12]-[14] 

have been studied for the personal identification. The image formation from the contactless 

fingers is significantly different from the contacted-based ones. Low-contrast between ridges 

and valleys details in the contactless fingerprint image are known to result in poor performance 

using conventional fingerprint image enhancement methods. Secondly, the presentation of 

fingers against contactless sensors, during acquisition of contactless fingerprints, is often 

uncontrollable and significantly contributes to the degrade of verification accuracy. As shown 

in Figure 1, images with different view angles or the poses from the same finger cannot be 

recognized by a popular COTS (Verifinger 10.0 SDK [15]). Therefore, the objective of this 

work has been to develop a more efficient and accurate minutiae extraction approach, and pose 

compensation algorithm, to address the limitations of conventional contacted-based minutiae 

extraction algorithms for the contactless fingerprint identification.  

 
 

Figure 1: Sample contactless fingerprint image acquired with different finger poses or view angles. The match 

scores obtained from the Verifinger, when the top image is matched with other images at the bottom, is respectively 

presented with the images. These match scores resulting from different finger poses variations illustrate significant 

degradations and gradual failure in recognizing contactless fingerprints from the same finger. 

1.2. Related Work 

1.2.1 Minutiae Extraction 

Conventional minutiae extraction algorithms, often require binarized fingerprint ridge images, 

and can be grouped into two categories. The first group requires enhanced and binarized 

fingerprint images as input. Morphological thinning or skeletonization techniques are 

employed on the binarized images and the minutiae positions are localized by detecting pre-
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defined patterns [16]. Accuracy of these algorithms rely on the quality of binarized fingerprint 

images generated from the image enhancement operations, which is another challenging task 

especially for the low-quality fingerprint images. Typical methods for fingerprint image 

enhancement include Gabor filtering [17], Short-Term Fourier Transform analysis [18], etc. 

Algorithmic limitations in precisely estimating the ridge frequency, orientation, or illumination 

profile for the fingerprint image enhancement algorithms often result in distortions in the 

enhanced fingerprint images. Furthermore, due to the intrinsic irregularity of ridge patterns, 

thinning or skeletonization operations can easily generate spikes and introduce spurious 

minutiae [1]. In order to alleviate such limitations from the enhancement, direct extraction of 

fingerprint minutiae from the raw input or fingerprint images has been investigated. Reference 

[19] investigated the ridge flow lines from the orientation fields to localize the minutiae. 

However the requirement of reliable orientation prediction and its sensitivity to the (varying) 

pixel intensity pose limitations to the robustness of this algorithm. Some other traditional direct 

minutiae extraction methods [20]-[21] are also known to be sensitive to the noise and not 

suitable for practical deployments and enhance-thinning-extract trilogy is accepted as the 

standard. 

Successful usage of deep convolutional neural networks for a range of computer vision 

problems has motivated researchers to directly predict the fingerprint minutiae using trained 

networks. Several promising attempts have emerged in the literature that provide raw 

fingerprint images to a trained deep neural network and directly obtained minutiae as the output. 

Reference [22] details such investigation which partitions the input images into multi-scale 

patches and trained a neural network to learn the label of each patch. Similarly, [23] also 

employs a patch-based prediction but introduces JudgeNet for the prediction on the existence 

of minutiae, and LocateNet to recover the precise minutiae locations. On the other hand, there 

are also interesting examples where the entire fingerprint image is employed to predict the 

minutiae score map. Reference [24] adapts a loss function, with domain or prior information, 

to extract the minutiae while [25] trains a fully convolutional network to recover minutiae from 

latent fingerprint images. More promising results using a two-stage architecture, i.e., a  

CoarseNet to get initial results and FineNet to consolidate such predictions, appear in [26] but 

for the latent fingerprint images.  

Although considerable efforts have been devoted into the contact-based fingerprint 

minutiae extraction, research on the contactless fingerprints has received very little attention. 

All earlier work in this area has adapted the enhance-thinning-extract trilogy standard inherited 

from the contacted-based fingerprint systems for contactless fingerprint minutiae extraction. 
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Reference [9] details homomorphic filter-based approach for the contactless fingerprint 

enhancement while [27] adopts intrinsic image decomposition and image filtering with the 

improved Gabor filters for the enhancement. Similar to the conventional contacted-based 

fingerprint methods, these algorithms suffer from the spurious minutiae and enhanced fragility 

to the low-contrast images. Furthermore, none of earlier methods for the contactless minutiae 

extraction attempted any cross-database evaluation and comparison with COTS.  

 
Figure 2: Illustration for the perspective projection. The focal length is represented by f while the object 1 and 

object 2 are of same size L but placed at distances d and (d + x) from the focus point. The projected size on the 

camera for object 1 is L  (f/d) while the projected size for object 2 is L  (f / (d + x)). When d is significantly 

larger than x as is common during the contactless fingerprint acquisitions, for example d=10 cm, x=0.5 cm, the 

projected size ratio between the details from object 1 and object 2 is 0.95:1, which is negligible as compared to 

the degradation caused by the view angle changes. 

1.2.2 Pose-Invariant Fingerprint Recognition 

Contactless fingerprint identification performance is highly sensitive to the pose-changes 

which are more frequent due to the nature of imaging. Almost all earlier attempts [7]-[8] in the 

literature have preferred to reject or eliminate contactless fingerprint images with large poses. 

Reference [28] however provided a promising investigation on the need for such pose 

compensation and referred this problem as perspective distortion. Nevertheless, such problem 

may not be related to the ‘perspective distortion’ as this term is widely known to relate the 

objects size differences presents on the acquired images, with respect to the distances between 

objects and camera. As shown in Figure 2, the distance between finger and sensor is 

significantly larger than the finger size, hence the effect of perspective distortion is expected 

to be negligible. Instead, the degradation in performance is largely attributed to the finger pose. 

It is worth noting that for the face recognition problem, the registration of human faces towards 

the front view is referred as the face frontalization [29]-[30]. In this context, we use the term 

view angle or pose compensation to address similar problem during the contactless fingerprint 



5 

 

identification. In [28], view angle is compensated by simulating the rotation of finger. The top-

view undistorted finger image was projected to a 3D model and simulated rotation in 3D space, 

followed by its back projection to 2D space for recovering the template for distorted image. 

During the recognition, view angle was first predicted by neural network for each query image, 

before matching with the corresponding registered template. This is a promising work but only 

considered small view angles, i.e. within 20 degrees, and evaluated on a private database. 

1.3 Our Work and Contributions 

This paper investigates the problem of precise minutiae extraction and pose compensation for 

to achieve more accurate contactless fingerprint identification. A deep neural network based 

direct minutiae extraction is proposed to address limitations of conventional enhance-thinning-

extract trilogy methods for the frequently acquired low-contrast contactless fingerprints. Our 

neural network uses raw contactless fingerprint image patches as the input to directly predict 

minutiae label and its orientation. In order to ensure robustness against scale across databases, 

atrous spatial pyramid pooling is adopted to generate appropriate reception field from the single 

input. Each of the extracted minutiae are subjected to the pose compensation framework based 

on the proposed ellipsoid model which offers several benefits over the polynomial model in 

[28]. Firstly, in comparison to the estimation by a trained neural network in [28], the view angle 

or pose of input finger sample can be mathematically computed from the distance ratio of core 

point towards the two boundaries in our ellipsoid model. In addition, proposed ellipsoid model 

can theoretically simulate the large finger poses while in [28] such situation was not considered. 

Furthermore, the alignment between different view-angle contactless finger images is 

investigated in ellipsoid model. As shown in Figure 3, only the intersection regions between 

side-view and top-view fingerprint image can be matched, while other areas will remain 

invisible in another image, and therefore degrade the recognition accuracy recognition. 

The main contributions from this paper can be summarized as follows: 

1. This paper develops a deep neural network-based minutiae extraction framework for 

the contactless fingerprint images. In the best of our knowledge, this is the first direct 

contactless fingerprint minutiae extraction method and with the cross-database 

performance evaluation. Our reproducible experimental results in section 4 indicate that 

this method is robust to public database without any fine-tuning or re-training 

requirements. Trained with only small labeled data, our model also achieves superior 

performance over COTS. 

2. This paper develops a three stage pose compensation framework, based on ellipsoid 
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model, to address pose-invariant contactless fingerprint identification problem. The 

proposed framework can mathematically estimate and compensate for the varying 

finger poses. Our comparative experimental results presented in this paper illustrate 

significant improvement from the proposed framework.  

3. This work also developed a new database of contactless 2D fingerprint images with 

large pose variations. We provide 40 manually labeled orientations and 140 labeled 

minutiae samples together with this database. This database consists of 1400 contactless 

fingerprint images acquired from 140 fingers and is made publicly available [45] to 

encourage much needed research in this area. 

 
(a)                                                           (b)   

Figure 3: Sample real contactless fingerprint images acquired under with two poses. The red part in sample (a) is 

invisible in (b), while the red part in (b) is invisible in (a).  

 

The rest of this paper is organized as follows. Section 2 introduces our pose compensation 

framework for the contactless fingerprint images. Section 3 details the minutiae extraction 

network developed in this work for the contactless fingerprints. The details on all the 

experiments, along with newly developed contactless fingerprint databases with large pose 

changes, are presented in section 4. Key conclusions from this paper and further work 

directions are summarized in section 5 of this paper.    

2.  Contactless Fingerprint Pose Compensation 

High degree of freedom available to the users, during the contactless fingerprint image 

acquisition, often results in contactless fingerprint images with varying poses and such pose 

changes are known to degrade the matching accuracy (Figure 1). Therefore this section 

systematically develops and introduces a pose compensation approach which is employed for 

more accurate contactless fingerprint identification. The minutiae extraction from such pose 

compensated images is performed by ContactlessNet and detailed in section 3. 
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2.1 Ellipsoid Model for Contactless Fingerprint 

 
Figure 4: Contactless fingerprint formation using ellipsoid model. 

 

In this paper we model contactless fingerprint image formation using a 3D elliptical (ellipsoid) 

surface. Such modelling is largely based on our observation that each slice of finger is more 

likely to be an ellipse with about 1.2 ratio between the major and minor axis. This is unlike 

earlier work in [28] which modeled the finger surface using a third order polynomial function. 

Figure 4 illustrates the contactless image formation using such 3D ellipsoid model, with each 

slice of ellipsoid as an ellipse with a and b as the major and minor axis respectively. Such 

parameterized ellipse function can be described as in the following: 

𝑦 = 𝑎 ∗ cos(𝜃) 

𝑧 = 𝑏 ∗ sin(𝜃) (1) 

where 

𝑎 = 𝑙𝑒𝑛/2 

The major axis 𝑎 can be computed from slice length (len) observed in the fingerprint image. 

 

2.2 View Angle Estimation 

The pose changes along the Y axis can be conveniently compensated by the image rotation. As 

the finger movement along Z axis is barely trackable from a single image, the pose 

compensation framework in this work is focused on changes along the X axis. Let 𝛼 be the 

view or rotation angle, the new coordinates for each of the slice of ellipsoid can be computed 

as follows: 

𝑦′ = 𝑦 ∗ cos(𝛼) − 𝑧 ∗ sin(𝛼) = 𝑎 ∗ cos(𝜃) ∗ cos(𝛼) − 𝑏 ∗ sin(𝜃) ∗ sin(𝛼) 

𝑧′ = 𝑦 ∗ sin(𝛼) + 𝑧 ∗ cos(𝛼) = 𝑎 ∗ cos(𝜃) ∗ sin(𝛼) + 𝑏 ∗ sin(𝜃) ∗ cos(𝛼) (2) 
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According to sum-to-product identities, i.e., cos(𝜃) ∗ cos(𝛼) − sin(𝜃) ∗ sin(𝛼) = cos(𝜃 +

𝛼),𝑦′ and 𝑧′ can be simplified into: 

𝑦′ = 𝑎 ∗ cos(𝜃) ∗ cos(𝛼) − 𝑏 ∗ sin(𝜃) ∗ sin(𝛼) = 𝐴 ∗ 𝑐𝑜𝑠(𝜃 + 𝐵) 

𝑧′ = 𝑎 ∗ cos(𝜃) ∗ sin(𝛼) + 𝑏 ∗ sin(𝜃) ∗ cos(𝛼) = 𝐶 ∗ 𝑐𝑜𝑠(𝜃 − 𝐷) (3)

where 

𝐴 = √(𝑎 ∗ cos(𝛼))2 + (𝑏 ∗ sin(𝛼))2 

𝐵 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑏 ∗ sin(𝛼)

𝑎 ∗ cos(𝛼)
 

𝐶 = √(𝑎 ∗ sin(𝛼))2 + (𝑏 ∗ cos(𝛼))2 

𝐷 = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑏∗cos(𝛼)

𝑎∗sin(𝛼)
(4)

For each slice of 3D ellipsoid model, A is half the length of slice computed from the acquired 

contactless fingerprint image. The view or rotation angle can be estimated as in the following 

discussion: 

 
Figure 5: Contactless fingerprint rotation angle estimation. 

 

In Figure 6, 𝑃1, 𝑃2, 𝑃3are the projection of left, center and right point of ellipse, after 

rotation, 𝑃1′, 𝑃2′, 𝑃3′  are the corresponding points respectively. From the ratio of 𝑃1′𝑃2′  to 

𝑃2′𝑃3′, required rotation angle can be estimated using the following geometrical relationship.  

𝑃1′𝑃2′ = 𝐴′ + 𝐴′ ∗ cos(−
𝑝𝑖

2
+ 𝐵′)  

𝑃2′𝑃3′ = 𝐴′ − 𝐴′ ∗ cos(−
𝑝𝑖

2
+ 𝐵′) 

𝑟𝑎𝑡𝑖𝑜 =
𝑃1′𝑃2′

𝑃2′𝑃3′
=
1 + cos (−

𝑝𝑖
2
+ 𝐵′)

1 − cos (−
𝑝𝑖
2 + 𝐵′)

 

𝐵′ = 𝑎𝑟𝑐𝑡𝑎𝑛
𝑏∗sin(𝛼)

𝑎∗cos(𝛼)
(5)

This ratio can be directly estimated from contactless fingerprint images as shown in  Figure 6. 
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Figure 6: Keypoints and ratio estimation from a fingerprint image. 

 

2.3 Pose Compensation 

Each slice of finger, as shown from the left-hand image in Figure 7, can be represented using 

as an ellipse segment in the 3D space. Corresponding 2D slice 𝑃1𝑃3 is a row of pixels in the 

2D contactless fingerprint image. For each of the transfer points in 𝑃1𝑃3 to 𝑃1′𝑃3′, forward pose 

compensation is performed. The forward pose compensation is summarized as in Algorithm 1.  

 

 
Figure 7: Contactless fingerprint Pose compensation. 

 

Algorithm 1: Forward pose compensation 

Input: Minutiae 

Output: Pose compensated minutiae 

1. Estimate view angle 𝛼 using (5) 

2. for each minutia with index (x, y, ) do 

3.     Compute finger length len from xth row on contactless fingerprint image 

4.     Estimate parameters for corresponding ellipse model using (4) 

5.     Compute depth coordinate z using (3) 

6.     Rotation transformation of (y, z) using (2) to compute new 𝑦′ 

7.     Return (𝑥, 𝑦′) as compensated coordinate for the minutiae 

8. end for 
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The Algorithm 1 can be easily adapted for the image formulation, nevertheless, the forward 

image transformation will result in floating coordinate values. The conversion of float 

coordinate into the integer coordinate can inevitably degrade the image quality and generate 

blurring. In order to address such adverse influence, inverse pose compensation which is 

designed for the image is summarized as in Algorithm 2. 

Algorithm 2: Inverse pose compensation 

Input: Contactless fingerprint image 

Output: Pose compensated contactless fingerprint image 

1. Estimate view angle 𝛼 using (5) 

2. for each row 𝑥′ in the pose-compensated image do 

3.     Compute finger length len in xth row of contactless fingerprint image 

4.     Estimate parameters for corresponding ellipse model using (4) 

5.     Compute major axis a =𝐴/√(𝑟𝑎𝑡𝑖𝑜 ∗ cos(𝛼))2 + (sin(𝛼))2 and  

    minor axis b =a/ratio 

6.     for each column 𝑦′ in pose-compensated image do 

7.         Compute depth coordinate 𝑧′ using (3) 

8.         Rotation transformation of (𝑦′, 𝑧′) using (2) with -𝛼 and compute 𝑦 

9.         Return pixel value of (x, y) as the pixel value for (𝑥′, 𝑦′) 

10.     end for 

11. end for 

 

2.4 Alignment for View Angle Variations 

A sample contactless 2D fingerprint image acquired with pose or view angle of 𝛼°, as shown 

in Figure 8(a), needs to be registered into the front-view image in Figure 8(b) acquired during 

the user enrollment. After such pose compensation, the region PQ of contactless finger slice in 

Figure 8(a) will be transferred to the region to region 𝑃′𝑄′  of finger slice in Figure 8(b). 

However, in contactless fingerprint image acquired with sensor view angle as in Figure 8(b), 

the region 𝑃′𝑄′ is not available or visible. Similarly, the region RS is not visible in the image 

in Figure 8(a) or the contactless fingerprint image acquired from the camera view angle of 𝛼°. 

Therefore, after the pose compensation, the corresponding region 𝑅′𝑆′ in pose compensated 

image in Figure 8(b) will have not have any details or the contents. In summary, 𝑄′𝑅′ will be 

the pose compensation result for the contactless fingerprint image acquired in Figure 8(a). 

       Similarly for another contactless fingerprint image acquired with another view angle 𝜑°, 

as shown in Figure 9(a), the pose compensation result will be 𝑈′𝑉′ . Under a generalized 

assumption or for direct matching between contactless fingerprint image in Figure 8(a) and 

Figure 9(a), the alignment between images with view angle 𝛼° and 𝜑° is shown in Figure 10. 

The intersection between these two contactless fingerprint images from different view angles 

is the region 𝑈′𝑉′ while region 𝑉′𝑅′ is not visible in the fingerprint image acquired with 𝛼° 
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view angle. Therefore, only the intersection or common region 𝑈′𝑉′ will be retained for the 

matching. 

 

 

(a)                                                                                              (b) 

Figure 8: Illustration of invisible regions: case one. 

 

 

 
(a)                                                                                                  (b) 

 

Figure 9: Illustration of invisible regions: case two. 

 

 

 
 

Figure 10: Illustration of alignment between two contactless fingerprint images, from the same finger, acquired  

                   under different view angles. 
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Figure 11: Aligned region of interest estimation from two contactless fingerprint images. 

 

In order to estimate the corresponding region QV in the contactless fingerprint image 

acquired with 𝛼° view angle, firstly the finger image acquired with view angle of 𝜑° is aligned 

into it as shown in Figure 11. We can use equation (3), i.e. 𝑦 = 𝐴 ∗ 𝑐𝑜𝑠(𝜃 + 𝐵) , 𝑧 = 𝐶 ∗

𝑐𝑜𝑠(𝜃 − 𝐷) , to locate any such point (y, z) on corresponding region QV. The point V on 

contactless fingerprint surface in Figure 11 can be localized using the following geometrical 

relationship: 

tan(𝛼 − (φ-ω)) =
𝑧

𝑦
=
𝐶 ∗ cos(𝛾 − 𝐷)  

𝐴 ∗ cos(𝛾 + 𝐵)  
(6) 

Since point Q is located on ellipse surface corresponding to 𝜃 = −180° and point V at 𝜃 = 𝛾°, 

the corresponding intersection region QV is localized at ellipse surface with 𝜃𝜖[−180, 𝛾] . 

However for fingerprint image acquired with 𝜑° view angle, these corresponding region QV 

are located on surface corresponding to 𝜃𝜖[−180,−𝐵] since 𝜃 = −𝐵° represents the point G 

or the point with largest y coordinate. Figure 12 summarizes the computation for intersection 

regions corresponding to cases with contactless fingerprint images acquired from different 

view angles are matched. 
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Figure 12: Intersection region estimation for different view angle cases. 

 

With proposed alignment approach, the final pose compensation and matching framework for 

a pair of minutiae is summarized as Algorithm 3. It should be noted that inverse pose 
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compensation and matching for the images is similar to Algorithm 3. 

 

Algorithm 3: Pose compensation and matching 

Input: Minutiae template T1 and minutiae template T2 

Output: matching score 

1. Estimate view angle 𝛼, 𝜑 for minutiae template T1, T2 using (5) 

2. for each minutia (x, y, theta) in template T1 do 

3.     On original contactless fingerprint image, count the finger length L in 𝑥𝑡ℎ row 

4.     Compute parameters of corresponding ellipse model using (4) 

5.     Compute the 𝜃 range w.r.t 𝜑 as in Figure 12 

6.     if corresponding theta of coordinate y is in computed  𝜃 range 

7.         Compute depth coordinate z using (3) 

8.         Perform rotation transform of (y, z) using (2) and get new 𝑦′ 

9.         Save (x,𝑦′) as compensated coordinate for the minutia 

10.     end if 

11. end for 

12. Repeat step 2-11 for minutia template T2, replace 𝜑 with 𝛼 in step 5 

13. Perform matching between the compensated templates 

 

 

3. Contactless Fingerprint Minutiae Extraction 

 

 
 

Figure 13: The architecture for ContactlessNet (top) with the illustration of corresponding output sizes (bottom). 

 

This section details deep neural network architecture developed to more precisely extract the 

minutiae features from the contactless fingerprint images. This framework is referred to as 

ContactlessNet and illustrated in in Figure 13. Each of the Conv block shown in this figure 

includes a convolutional layer, batch normalized layer, ReLu layer and dropout layer. 

Contactless fingerprint frequently illustrates scale changes due to the nature of contactless 

imaging and therefore the network with multiple or dilated kernels was preferred. In order to 
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address the limitations caused by the availability of very limited labelled data, patch-based 

network was adopted. The minutia extraction process from a raw contactless fingerprint image 

includes: (a) extraction of a N  N patch for each center pixel, (b) generation of a minutia label 

and orientation for each patch using the trained network, (c) refining and suppression of 

spurious minutiae.  

 

3.1 Patch Generation 

Unlike several latent fingerprint databases which provide latent fingerprint images with 

corresponding minutiae data (ground truth) labelled by human experts, there is no such public 

contactless fingerprint database with labelled minutiae available so far. Largely due to the 

complexity associated in the formation of contactless fingerprint images, the synthetic 

fingerprint images [31] cannot be generated and used as training sample as in [32]. In order to 

address problems due to the availability of limited data, a patch-based minutiae location and 

orientation prediction approach was adopted. We extract a N  N image patch, centered at every 

image pixel in contactless fingerprint image. The labelled contactless fingerprint images are 

also augmented by scaling, rotation and the luminance adjustments. Furthermore, for each 

minutia point, its surrounding M  M pixels are also labelled as potential minutiae points.  

 

3.2 Minutiae Extraction and Orientation Prediction 

ASPP [33] is introduced to improve network robustness towards scale especially for cross-

database evaluation. By concatenating dilated convolutional layers with different dilation 

factors, ASPP provides multi-scale reception fields for later layers without increasing the depth 

of architecture. In minutia extraction, each patch has a label of 0 for non-minutia point, and 1 

for minutia point. As for orientation prediction, the regression problem is translated into a 

classification task. The orientation range is discretized into L different values which are fixed 

empirically for orientation prediction, it uses the same network architecture as shown in  

Figure 13 but trained trained separately. Once the minutia is detected, the patches centered at 

each minutia locations are subjected to the orientation prediction using separately trained 

network. Our experiments indicate that the usage of single network to predict minutia label 

with orientation can also achieve similar results. However, we preferred to use separate 

networks to avail computational advantages.  

 

3.3 Refinement and Suppression of Spurious Minutiae 

Detecting or eliminating spurious minutiae is essential component of postprocessing operations 



16 

 

in the conventional fingerprint algorithms. We also incorporated refinement of the network 

outputs to achieve similar objectives. Therefore to alleviate the possibility of detecting spurious 

minutia, only the predicted minutia score with the probability over 0.9 is accepted. Furthermore, 

as in the database, fingerprint ridge distance is estimated about 8 pixels. Therefore, it is 

expected that within one ridge distance only single minutia can exist. Only the predicted 

minutia with highest probability will be considered as the final minutia point within the one 

ridge distance. 

 

4.  Experiments and Results 

This section provides details on all the experiments that were performed to ascertain the 

robustness and effectiveness of proposed minutiae extraction and pose compensation 

framework for the contactless fingerprint images. We firstly introduce the public databases 

used in this work, which includes the database developed from this work, and outline 

experimental protocols. This is followed by the experimental results for the minutiae extraction 

in section 4.2 and pose compensation in section 4.3.  

 

4.1 Contactless Fingerprint Databases 

We employed publicly available contactless fingerprint databases from [34] and [35] for our 

experiments. However, lack of publicly available contactless fingerprint database with large 

number of pose changes, like commonly observed from user interaction during contactless 

finger imaging, motivated us to acquire a new database for this research. Therefore, a database 

consisting of 1400 contactless fingerprint images from 140 different fingers was acquired from 

the volunteers in our university. Ten fingerprint image samples were acquired from each of the 

client fingers. The images were acquired using a handheld camera. Unlike for the other publicly 

available contactless fingerprint databases, a significant amount of pose variations was ensured 

during the image acquisition. Each of the users were suggested to rotate their fingers during 

the image acquisition process and the images were acquired under the ambient illumination in 

indoor environment. Such (intentional) requirements is expected to degrade image consistency 

or the quality but helps to simulate the real-world contactless fingerprint image acquisition 

process, as neither illumination conditions nor the user behavior is predictable. The distance 

between the camera and finger was about 15 cm and the fingers were rotated from the left to 

right direction for acquiring fingerprints with ten different poses. In addition to this database, 

reproducible experimental results are also presented using two public contactless fingerprint 



17 

 

databases from [34] and [35]. Figure 14 shows sample images from three contactless 

fingerprint databases. 

 
Figure 14: Samples images from three contactless fingerprint databases: (a) from this work, (b) from database in  

                  [34], and (c) from database in [35]. 

 

In order to perform fair comparison with Verifinger [15] or the COTS and NBIS [36], 

the original images acquired from the three databases should be down sampled, similar to as in 

earlier works, e.g. [37]. This is largely due to the fact that these algorithms are designed or 

optimized to accept contact-based fingerprints from the FBI compliant fingerprint sensors, 

which usually have much smaller sizes as compared to contactless fingerprint images in public 

databases. The scale or down-sampling factor is determined by the nature of images, in widely 

used public databases [38], [39], which have ridge distance around 8 pixels. In this work, all 

contactless fingerprint images are therefore also down sampled to represent ridge distances in 

about 8 pixels with resolution of 400  400 pixels and 500 dpi.  

The ContactlessNet in this work was trained from 40 images with manually marked 

minutiae locations and orientations. This contactless database was acquired from 140 different 

clients (fingers) and each of the clients provided 10 different samples. In order to train 

ContactlessNet, the images from last 20 client fingers were selected as the training set and were 

manually labelled, i.e. each client finger with 2 labelled samples and therefore a total of 40 

images for the training. In order to ensure training and test set separation, these 20 fingers are 

excluded from all the matching experiments.  Therefore, the rest of 120 different client fingers, 

each with 10 samples, or a total of 1200 (120×10) images, are used for the performance 

evaluation.  The manually labelling operation is quite time-consuming and therefore only small 

(40) number of images were labelled and made available via [45]. The average number of 
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minutiae marked on each of such labeled contactless fingerprint images is 47.5. There’s no 

fine-tuning or re-training for the performance evaluated on databases in [34], [35] and only 40 

training images are employed from the database acquired in this work. In order to achieve 

illumination normalization, each of the contactless fingerprint images were subjected to 

adaptive histogram equalization [40]. The experiments to evaluate the effectiveness for the 

minutiae extraction performance are performed in two stages. First, we ascertain the accuracy 

in the minutiae detection or perform direct minutiae extraction evaluation. These experiments 

use 100 images acquired in this work which were randomly selected and labelled or marked 

(accessible from [45]). Besides, 50 images are randomly selected and marked from each of the 

databases in [34] or [35]. Comparative performance evaluation for the minutiae extraction was 

performed on these 200 test samples. During the second stage, we ascertain the matching 

accuracy using the verification and the recognition performance using Receiver operating 

characteristic (ROC) and Cumulative Matching Characteristic (CMC) respectively.  The 

performance from the pose compensation approach is similarly evaluated using the verification 

and recognition performance. 

The core point detection follows the same track of minutiae extraction, i.e. patch-based 

detection, with a 8-layer convolutional neural network trained on the same 20 client finger 

images, each with 10 manually marked samples. The data augmentation is incorporated using 

scaling, luminance adjustment and the rotation. The patch size for the core point network was 

empirically set as 64×64. The architecture for core point detection network is summarized in 

the following table, where Conv stands for convolutional layer, BN represents batch 

normalization layer, Relu is activation function, Drop denotes dropout layer while FC denotes 

fully connected layer. 

Table 1: Core point detection network. 
Layer Filter 

Size 

Output 

Number 

Stride 

Conv_BN_ReLu_Drop 3 32 2 

Conv_BN_ReLu_Drop 3 32 1 

Conv_BN_ReLu_Drop 3 64 2 

Conv_BN_ReLu_Drop 3 64 1 

Conv_BN_ReLu_Drop 3 128 2 

Conv_BN_ReLu_Drop 3 128 1 

Conv_BN_ReLu_Drop 3 256 2 

Conv_BN_ReLu 3 256 1 

FC  2  

 

       The database [34] is used to generate seven synthetic 2D contactless fingerprint images, 

corresponding to different view angles, to simulate the random placement of finger, as in [41]. 

These synthetic data are also employed for the performing evaluation. We employ a total of 96 

3D fingers to generate 672 contactless 2D fingerprint (synthetic) images. A sample 3D (view) 
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fingerprint and its corresponding seven 2D contactless 2D fingerprints, observed from different 

view angles, are shown in Figure 15. 

 

 
Figure 15: Sample 3D fingerprint image from [34], the 3D view of fingerprint presented on top left and rest are 

synthetic fingerprint image from view angle of 60 to 120 degrees with 10 degrees interval respectively. 

 

4.2 Contactless Fingerprint Minutiae Extraction 

The network detailed in section 3 empirically fixed patch size N as 32, potential minutiae range 

M as 5, and orientation directions L as 90 for all the experiments in this work. The results from 

the direct evaluation of the minutiae detection accuracy using the precision, recall, and the F1 

measure are summarized in Table 2. These evaluation metrics for the minutiae detection have 

also been used in earlier works but for the latent fingerprints, e.g. [24]. If the distance between 

the recovered minutia and a manually labelled minutia is within 8/16 pixels, which is about a 

one/two ridge distance, the recovered minutia is considered as a true minutia. It should be noted 

that this is a one-to-one matching, i.e. each of the ground truth minutia should only be matched 

with one predicted minutia. Comparative experimental results from the COTS (Verifinger [15]), 

open source extractor MINDTCT from NBIS [36], and using a VGG [42] network are also 

presented in this table. All experiments using deep neural networks employed Pytorch [43] and 

were run on Nvidia GTX GeForce 1080Ti.  



20 

 

In addition to direct minutiae extraction performance evaluation, we are attempted to 

evaluate the verification performance to further ascertain the effectiveness of the proposed 

approach. Such verification experiments generated 5400 (120  45) genuine and 71400 

(1190× 1200/2) imposter match scores from the database acquired during this work, 2016 

(9621) genuine and 223440 (665×672/2) imposter scores using the synthetic data generated 

followed [41], and 8524 genuine and 51814054 imposter match scores using all available 2D 

contactless images from the database in [35]. Minutiae Cylinder Code [44] is used to ascertain 

the matching  performance   from  the  extracted minutiae (using the methods in Table 2). The 

 

Table 2: Comparative results from different methods for the minutia extraction using different databases. 

Distance   8 pixels   16 pixels  

Database Method Recall Precision F1 Recall Precision F1 

 

Database acquired 

during this work [45] 

MINDTCT 0.129 0.195 0.151 0.272 0.412 0.323 

Verifinger 0.393 0.338 0.359 0.553 0.475 0.506 

VGG 0.716 0.684 0.694 0.762 0.728 0.740 

ContactlessNet 0.759 0.733 0.741 0.790 0.764 0.772 

 

PolyU Contactless 

Fingerprint Database 

[34] 

MINDTCT 0.124 0.100 0.106 0.307 0.248 0.269 

Verifinger 0.353 0.425 0.381 0.496 0.597 0.537 

VGG 0.653 0.558 0.597 0.704 0.601 0.644 

ContactlessNet 0.664 0.604 0.628 0.704 0.640 0.665 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

MINDTCT 0.07 0.144 0.093 0.188 0.372 0.246 

Verifinger 0.332 0.502 0.395 0.447 0.677 0.534 

VGG 0.596 0.643 0.614 0.644 0.695 0.663 

ContactlessNet 0.654 0.701 0.672 0.691 0.741 0.710 

 

 

 
Figure 16: ROC for different databases and using different minutia extraction algorithms. 

 

ROCs from these experiments are summarized in Figure 16. During the recognition 

experiments, one fingerprint image from each of the fingers, with least pose variation, is 

selected as the gallery, while of the images are employed for the query or as test samples. The 
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CMC plots from such experiments are shown in Figure 17. 

 
Table 3: Equal error rates from different minutia extraction methods. 

Database Method Equal Error Rate AUC 

 

Database acquired 

during this work [45] 

MINDTCT 0.2523 0.8245 

Verifinger 0.2262 0.8524 

ContactlessNet 0.0995 0.9467 

VGG 0.1443 0.9140 

 

PolyU Contactless 

Fingerprint Database 

[34] 

MINDTCT 0.3643 0.7067 

Verifinger 0.1962 0.8769 

ContactlessNet 0.0484 0.9733 

VGG 0.0785 0.9506 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

MINDTCT 0.3474 0.7124 

Verifinger 0.3263 0.7429 

ContactlessNet 0.3182 0.7439 

VGG 0.3663 0.7020 

 

 

 
Figure 17: CMC for different databases and using different minutia extraction algorithms. 

 
Table 4: Average rank-one recognition accuracy using different minutia extraction methods. 

Database Method Rank-one accuracy 

 

Database acquired 

during this work [45] 

MINDTCT 0.5944 

Verifinger 0.7148 

ContactlessNet 0.9556 

VGG 0.9037 

 

PolyU Contactless 

Fingerprint Database 

[34] 

MINDTCT 0.4549 

Verifinger 0.7153 

ContactlessNet 0.9566 

VGG 0.9097 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

MINDTCT 0.3258 

Verifinger 0.4159 

ContactlessNet 0.4986 

VGG 0.3828 
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Figure 18 presents sample minutiae extraction or localization results, and corresponding 

ground truth locations, from different image samples in three contactless fingerprint databases. 

The extraction time per image is around 0.8 second based on one GTX 1080TI. 

 
Figure 18: Sample contactless fingerprint images from three databases illustrating minutiae extraction results. 

The yellow star represents the ground truth, blue circles indicates the Verifinger prediction, black 

squares are predicted minutiae locations from ContactlessNet 

 

4.3 Pose Compensation 

The experimental results from the pose compensation approach detailed in section 2.3 are 

visually illustrated from the sample images in Figure 19, Figure 20, Figure 21, respectively 

from the database acquired during this work, database in [34], and in [35]. With the pose 

compensation approach, the image samples with different poses from same finger are better 

aligned or visually easy to recognize as compared with the raw images.  
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Figure 19: Sample pose compensation results using our database. Original contactless fingerprint images, the 

pose compensated images without the alignment and final pose compensation results are illustrated in top, middle 

and bottom rows respectively. First and second column are finger images with 0 and -40 deg view angles 

respectively. The third and fourth column are finger image with -40 and 40 deg view angles. 

 

 
 

Figure 20: Sample pose compensation results using the images in database from [34], [42]. Original contactless 

fingerprint images, the pose compensated images without the alignment and final pose compensation results are 

illustrated in top, middle and bottom rows respectively. First and second column are finger images with 0 and -30 

deg view angles respectively. The third and fourth column are finger image with -30 and 30 deg view angles. 
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Figure 21: Sample pose compensation results from the database in [35]. Original contactless fingerprint images, 

the pose compensated images without the alignment and final pose compensation results are illustrated in top, 

middle and bottom rows respectively. First and second column are finger images with 0 and -60 deg view angles 

respectively. The third and fourth column are finger image with -60 and 60 deg view angles. 

 

The verification performance from the pose compensation experiments are shown in Figure 22. 

The recognition performance using CMC is shown in Figure 23. We used same experiment 

protocols as in section 4.2. These results illustrate MINDCT representing the results using the 

minutiae extracted from NIST MINDCT [36], Verifinger representing the results using the 

minutiae extracted from Verifinger [15], the ContactlessNet represents the results using the 

minutiae extracted by ContactlessNet, while the without alignment represents the results using 

pure pose compensation with ellipsoid model and the pose compensation represents the results 

from the pose compensation with the alignment for different view angles.  

 
Figure 22: Comparative ROCs using different methods. 
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Table 5: Equal error rates using different correction methods. 

Database Method Equal Error Rate AUC 

 

Database acquired 

during this work [45] 

ContactlessNet 0.0995 0.9467 

ContactlessNet with pose compensation 0.0867 0.9527 

ContactlessNet no alignment 0.0887 0.9520 

 

PolyU Contactless 

Fingerprint Database 

[34] 

ContactlessNet 0.0484 0.9733 

ContactlessNet with pose compensation 0.0448 0.9729 

ContactlessNet no alignment 0.0473 0.9724 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

ContactlessNet 0.3182 0.7439 

ContactlessNet with pose compensation 0.3237 0.7467 

ContactlessNet no alignment 0.3162 0.7467 

 

 
Figure 23: Comparative CMCs using different methods. 

 

Table 6: Average rank one recognition accuracy using different correction methods. 

Database Method Rank one 

 

Database acquired 

during this work [45] 

ContactlessNet 0.9556 

ContactlessNet with pose compensation 0.9657 

ContactlessNet no alignment 0.9648 

PolyU Contactless 

Fingerprint Database 

[34] 

ContactlessNet 0.9566 

ContactlessNet with pose compensation 0.9705 

ContactlessNet no alignment 0.9688 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

ContactlessNet 0.4989 

ContactlessNet with pose compensation 0.5559 

ContactlessNet no alignment 0.5588 

 

The method investigated in [28] incorporated the image-based compensation. Therefore to 

ensure fairness in the comparison, the proposed correction method is adapted to image version 

as summarized in Algorithm 3 with alignment. The verification and recognition experimental 

results, using the Verifinger matcher, are shown in Figure 24, Figure 25. 
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Figure 24: Comparative ROCs from different databases using from our method and method in [28]. 

 
Table 7: Equal error rates of different methods using Verifinger. 

Database Method Equal Error Rate AUC 

 

 

Database acquired during 

this work [45] 

Original image 0.1364 0.9366 

Proposed method 0.0195 0.9975 

Proposed method no alignment 0.0217 0.9972 

Method based on [28] 0.0634 0.9840 

 

 

PolyU Contactless 

Fingerprint Database 

[34] 

Original image 0.1161 0.9466 

Proposed method 0.0105 0.9991 

Proposed method no alignment 0.0106 0.9994 

Method based on [28] 0.0284 0.9895 

 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

Original image 0.2785 0.8063 

Proposed method 0.1427 0.9301 

Proposed method no alignment 0.1673 0.9063 

Method based on [28] 0.2408 0.8416 

 

 
Figure 25: Comparative CMCs from different databases using from our method and method in [28].  

 
Table 8: Average rank-one recognition accuracy from different pose compensation methods. 

Database Method Rank-one accuracy 

 

Database acquired during 

this work [45] 

Original image 0.9055 

Proposed method 0.9935 

Proposed method no 

alignment 

0.9954 

Method based on [28] 0.9722 
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Polyu Contactless 

Fingerprint Database 

[34] 

Original image 0.9043 

Proposed method 0.9965 

Proposed method no 

alignment 

0.9965 

Method based on [28] 0.9878 

 

Benchmark 2D/3D 

Fingerprint Database 

[35] 

Original image 0.4967 

Proposed method 0.8729 

Proposed method no 

alignment 

0.8691 

Method based on [28] 0.3017 

 

4.4 Discussion 

Our experimental results for the contactless fingerprint minutiae detection, presented in 

previous section, indicates that the proposed ContactlessNet approach can achieve F1 score of 

0.741, 0.628, 0.672 on three different or public databases. During the identification 

experiments, the rank-one accuracy increases from 0.7148, 0.7153, 0.4159 (Verifinger) to 

0.9556, 0.9566, 0.4986 on three respective databases. As for the verification experiments, 

ContactlessNet also helps to improve the performance, or decreases the EER and improves 

AUC, for the database acquired in this work and database from [34]. However, for the database 

from [35], different extraction methods do not show any appreciable differences in the 

verification performance and this can be attributed to the extreme pose changes among the 

contactless fingerprints images available from this database. 

        The pose compensation method also achieves some improvements in the verification 

performance from the extracted minutiae, i.e., 10.85%, 2.27%, 0.63% decrease in the EER 

among three respective databases. In addition, some performance improvement can also be 

observed by incorporating pose alignment between the different view angle images  

      Our experimental results for the identification problem similarly achieve small but 

consistent improvements even for the databases that do not have large view angle differences 

in their contactless fingerprint images. However for the database in [35] which illustrate images 

with extreme view angle differences, we can observe 11.43% improvement, over the use of 

only raw extracted minutiae. Inherited error in the contactless fingerprint minutiae extraction 

contributes to the unremarkable improvement in the performance using the proposed pose 

compensation and alignment method. Our experimental results demonstrate impressive 

performance improvement using the Verifinger matcher, i.e. 84.09%, 90.96%, 39.93% decrease 

in EER and 9.93%, 10.20%, 74.97% improvement in the rank-one accuracy for three respective 

databases by incorporating pose compensation as compared to the raw images. Similarly we 
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can also observe 10.14%, 0.94%, 14.70% decrease in the EER values with the usage of 

alignment approach as compared to the pose compensated image. Therefore, these 

experimental results consistently indicate that the pose compensation and alignment approach 

introduced in section 2 is very effective, especially on the contactless fingerprint database with 

large pose difference images. 

For large varieties in pose of fingerprint image, a polynomial model in [28] cannot 

adequately capture the shape changes. As shown from sample contactless fingerprint images in  

Figure 26, in the top row image sample, when the view angle of the image is relatively small, 

the method in [28] can help to alleviate the deformation to certain extent. However, when such 

view angle is significantly large, as shown from the image sample in the bottom row, the 

approach in [28] cannot handle the distortion and the compensation results are far from being 

satisfactory. The observed equal error rates are relatively high while using the MCC matcher. 

However, as can be observed from the results in Table 7 , theses equal error rate is also high 

when we directly use Verifinger matcher. This can be attributed to the nature of the database 

and as significant changes in the pose or the sensor view angle can significantly degrade the 

contactless fingerprint matching accuracy. Generation of contactless fingerprint images with 

synthetic poses has also been incorporated in earlier references, e.g. [46]. However, our method 

is completely different from [46], i.e., our work in on contactless 2D fingerprint recognition 

while [46] is on 3D fingerprints, [46] does not make any attempt to compensate the pose but 

generates nine templates for different poses by rotating the acquired 3D fingerprint while we 

estimate the pose from a single 2D image and specifically compensate it into front-view image 

by 3D rotation of proposed ellipsoid model, etc. 
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Figure 26: Visualization of sample fingerprints pose compensation results: (a1)-(a2) acquired fingerprint samples 

from arbitrary pose; (b1)-(b2) pose compensation results using [28]; (c1)-(c2) our results; (d1)-(d2) front view 

images for samples in (a1)-(a2). 

   

5. Conclusions and Further Work 

This paper has developed a new approach for contactless fingerprint minutiae detection using 

deep neural network that incorporates atrous spatial pyramid pooling. Our reproducible 

experimental results [45] presented in this paper suggest promising improvement in the 

performance using the proposed architecture. This paper also presents the cross-database 

contactless fingerprint performance evaluation that trains the network using the images 

acquired during this work and the performance is evaluated using the two other public 

databases, without incorporating any fine-tuning. Such cross-database performance evaluation 

results presented in section 4 also helps to further validate the effectiveness and robustness of 

the presented framework. 

Despite promising results from the contactless 2D fingerprint minutiae extraction and 

pose-invariant recognition investigated in this work, an image-based instead of patch-based 

ContactlessNet is expected to be computationally economical and therefore preferred. 

However to achieve such objective, additional labelled (ground truth) contactless fingerprint 

images are required to further improve minutiae extraction results especially for the low quality 

regions generally observed near the boundary. In addition, the generative adversarial networks 

have the potential to directly perform face fractalization with self-learnt features. Such method 

can be explored for the contactless fingerprint pose compensation and is part of further work 

in this area. 

                    (a1)                                                    (b1)                                                  (c1)                                                   (d1) 

                    (a2)                                                    (b2)                                                  (c2)                                                  (d2) 
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