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Measurement with packet pairs

ÅPacket lossesaffect most of the above metrics!
ÅDiscard lossypacket pairs

ÅRecycling residual packets fromloss pairs is useful to infer 
additional path properties.

Measurement data Performance metric/Application

Delivery status ÅPacket reordering [e.g., bellardo02imw, luo05imc]

ÅPacket loss [e.g., savage99its, sommers05sigcomm]

PPD or packet delay ÅNetwork path capacity [e.g., carter96pe, kapoor04sigcomm]

ÅAvailable bandwidth [e.g., ribeiro00itc, strauss03imc]

ÅPath fingerprinting [Sinha05, cheng07infocom]
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ÅRely on Packet-Pair Dispersion

ÅCompute path capacity by Cb = S/ɻ .

Packet pair

Source

Path capacity measurement
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S/Cb

Bottleneck hop

=ɻ S/Cb

Destination



ÅProposed a decadeago by Liu and Crovella [liu01imw] 

Å¦ǎŜ ǊŜǎƛŘǳŀƭ ǇŀŎƪŜǘǎΩ ŘŜƭŀȅ ǘƻ ƛƴŦŜǊ ƭƻǎǘ ǇŀŎƪŜǘΩǎ ŘŜƭŀȅ

Å/ƻǊǊŜƭŀǘŜ ƭƻǎǘ ǇŀŎƪŜǘΩǎ ŘŜƭŀȅ ŀƴŘ ǇŀŎƪŜǘ ƭƻǎǎ ŜǾŜƴǘ

Source

Destination

Loss pair

Packet pair with exactly one lost packet and 
one residual packet
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Loss-pair measurement

ÅApplications
Å9ǎǘƛƳŀǘŜ ŎƻƴƎŜǎǘŜŘ ǊƻǳǘŜǊΩǎ ōǳŦŦŜǊ ǎƛȊŜ ώƭƛǳлмƛƳǿϐ 

ÅCharacterize packet dropping behavior [liu01imw] 

ÅInfer packet loss nature [liu03wiopt]

ÅNo loss-pair measurement in actualnetwork 
paths has ever been reported.
ÅOnly ns-2 simulation and emulated testbed 

experiments were reported.
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Contributions

Å/ƘŀǊŀŎǘŜǊƛȊŜ ŦƛǊǎǘ ŀƴŘ ǎŜŎƻƴŘ ǊŜǎƛŘǳŀƭ ǇŀŎƪŜǘǎΩ 
ŘŜƭŀȅ ŦƻǊ ƛƴŦŜǊǊƛƴƎ ŎƻƴƎŜǎǘŜŘ ǊƻǳǘŜǊΩǎ 
queueing delay

ÅThe first is more accurate than the second.

ÅSmaller packets improve the inference accuracy.

ÅEstimate link capacity of a hop preceding the 
congested router
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/ƻƴǘǊƛōǳǘƛƻƴǎ ό/ƻƴǘΩŘύ

ÅPropose an active method for measuring loss 
pairs from a singleendpoint

ÅTwo for forward path, and two for reverse path

ÅConduct loss-pair measurement for 88 Internet 
paths 

ÅCharacterize the loss-pair prevalence and asymmetry 

ÅDetect common congestion points

Å{ǘǳŘȅ ǘƘŜ ŜŦŦŜŎǘ ƻŦ ǊƻǳǘŜ ŎƘŀƴƎŜ ƻƴ ǇŀǘƘǎΩ ŎƻƴƎŜǎǘƛƻƴ 
state
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Outline

ÅMotivation

Å!ƴŀƭȅȊƛƴƎ ƭƻǎǎ ǇŀƛǊǎΩ ŘŜƭŀȅǎ

ÅMeasuring loss pairs in Internet paths

ÅConclusions and future work
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Time

!ƴŀƭȅȊƛƴƎ ƭƻǎǎ ǇŀƛǊǎΩ ŘŜƭŀȅǎ

ÅLP01 vsLP10

ÅPath queueing delay ɸ
ÅLP01: ɸ01 = dj-1ςminRTT.

ÅLP10: ɸ10 = djςminRTT.
Å.ǳŦŦŜǊ ǎƛȊŜ ƻŦ ŎƻƴƎŜǎǘŜŘ ƘƻǇ όƘΩύ ώƭƛǳлмƛƳǿϐΥ

B = ɸ10 x CόƘΩύ. 9

Source

Destination

dj

pj

pj-1

LP10

dj-1

pj

pj-1

LP01

Three questions:

1. ɸ01 = ɸ10?
2. Is B accurate?

3. Any additional info from ɸ01 and ɸ10?



ÅTestbedtopology

ÅCongested hop at hΩ Ґ р
ÅPareto ON/OFF cross traffic with =h 1.9

ÅPreceding bottleneck hop at h* = 3

ÅminRTT= 200ms

Analyzing path queueing delay

10

1 h* ƘΩ n

Sender Receiver
Packet pair

Bottleneck hop Congested hop

Buffer size=100msC(h*)=1Mbit/s



Path queueing delay of LP10όɸ10) 
includes bias. 
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ɸ01 = 100ms

ɸ10 = 111ms

An additional 
quantity of 11ms!



Effect of preceding bottleneck hop h*

ÅPath queueing delay equations
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Queueing delay at 
the congested hop

Queueing delay at 
non-congested hops

Transmission delay at 
preceding bottleneck 

hop



Small probe packet size and large C(h*)

can reduce the bias for LP10. 

ÅUse LP01 (ɸ01) to avoid the bias!
ÅEspecially when the size is not configurable (e.g., 

passive measurement)
13

ɸ01 = 101ms

ɸ10 = 102ms

ɸ01 = 100ms

ɸ10 = 101ms



Inferring link capacity C(h*)

ÅC(h*) = S/X(h*)Ғ {κόɸ10ςɸ01).

ÅExample: C(h*)ҐмлaōƛǘǎκǎΣ ƘϝҐоΣ ƘΩҐрΣ ŀƴŘ { Ґ 
1500B
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ɸ10ςɸ01 = 1.2ms Ą
1500B/1.2ms = 10Mbits/s



Outline

ÅMotivation

ÅAnalyzing loss pairs

ÅMeasuring loss pairs in Internet paths

ÅConclusions and future work
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Measuring loss pairs in Internet paths

ÅUsing HTTP/OneProbe [luo09usenix] to distinguish four 
loss pair events
ÅTwo for LP10

ÅTwo for LP01
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destination

P10

pj
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R10

pj

pj-1
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Non-cooperative 
destination

R01

pj

pj-1

P01



Six loss-pairs events detected by 
OneProbe

ÅSix possible loss-pair events measured by 
HTTP/OneProbe:
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Internet measurement

Å26 Feb 2010 20:00UTC to 17 Mar 2010 09:00 UTC

Å112 network paths
ÅSources: UA ςUH peered with one another via HARNET

ÅDestinations: PL001-PL014 in Israel, Canada, China, United 
States, Korea, Taiwan, UK, Portugal, Singapore
ÅPL004, PL005, and PL012 went down during the measurement.

ÅService provider transition for HARNET during 24 Feb 
2010 14:00 UTC to 7 Mar 2010 2:00 UTC
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Prevalence of loss pairs
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Percentages of lossy
probe/response pairs

Percentages of loss events in 
lossyprobe/response pairs

ÅLoss pairs were prevalent in lossypacket pairs.

ÅP11 and R11 (both probe/response losses) < 50% for most cases.

ÅLoss-pair asymmetry

ÅLP01 is more often than LP10 in both forward and reverse paths.

(%) (%)



Forward-path losses
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Reverse-path losses
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Case study: Forward paths to PL009

ÅHeat-map time series for P01 frequency

ÅSimilar (diurnal) pattern in P10Ωǎ ƘŜŀǘ ƳŀǇ

ÅFurther analyze two loss episodes: e1 and e2
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Temporary network New service provider



Forward-ǇŀǘƘ ƭƻǎǎ ǇŀƛǊǎΩ w¢¢ǎ ƛƴ Ŝ1
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UB/UC

Forward-path congestion near 
destination (also present in e2)

UE/UF/UG/UH

Forward-path congestion in 
temporary network (absent in e2)

UD

UA


