Utilizing PCM for Energy Optimization in Embedded Systems
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Abstract—Due to its high density, bit alterability, and low standby power, phase change memory (PCM) is considered as a promising DRAM alternative. In embedded systems, especially battery-driven mobile devices, energy is one of the most important performance metrics. Therefore, it becomes an interesting problem of utilizing PCM for energy optimization in embedded systems. While recently there have been extensive studies on PCM, energy optimization with PCM in embedded systems has not been fully addressed. In this paper, we present a hybrid memory system architecture in which PCM is used to replace DRAM as much as possible so the system energy can be reduced by utilizing the lower standby power of PCM. However, to achieve this, system-level software optimization techniques are required in order to solve problems caused by the three disadvantages of PCM: namely, long write latency, large write energy and limited write endurance. We propose an optimal static data allocation scheme to solve a simplified problem, and discuss how to extend this to solve more complex problems. We also present emerging research issues in compiler optimization, real-time task scheduling and operating systems when utilizing PCM for energy optimization in embedded systems.
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I. INTRODUCTION

Energy optimization is vitally important in embedded systems. As main memory is becoming the major energy contributor to the total energy [1], [2], reducing the energy consumption of main memory becomes critical for energy saving. Phase-change memory (PCM), as an emerging non-volatile memory technique [3], [4], [5], shows a lot of promise for energy optimization in embedded systems. As shown in Table I, compared with DRAM, PCM is much better in the idle power; however, it has larger write energy, longer write latency and less write endurance. Therefore, a hybrid main memory with both DRAM and PCM should be utilized to fully exploit their advantages and simultaneously conceal their constraints for energy optimization in embedded systems.

Hybrid PCM/DRAM main memory architectures have been proposed in the previous work [7], [8]. In these studies, both PCM and DRAM are exposed to the Operating System (OS), and the OS can transfer pages between PCM and DRAM to improve PCM lifetime. Improving PCM lifetime, however, cannot optimize energy. On the contrary, it may increase the energy consumption by introducing extra writes with page transfer. There have been several power management techniques for the hybrid PCM/DRAM main memory. In [9], PCM has been utilized to reduce DRAM refreshes in the hybrid PCM/DRAM main memory. Several compiler optimization techniques have been proposed to reduce writes [10], [11], [12], [13] and energy [14] in the hybrid DRAM/NVM(Non-Volatile Memory) main memory. However, these techniques focus on either specific aspects or specific applications. Indeed, a more general framework is needed in order to fully explore PCM and DRAM for energy optimization in embedded systems.

In this paper, we target at a hybrid memory system architecture in which PCM is used to replace DRAM as much as possible so the system energy can be reduced by utilizing the lower standby power of PCM. As embedded systems are mostly application-oriented, such an application-specific hybrid memory architecture can further help reduce the system energy. To achieve this, we need to solve several problems that have not been addressed in the previous work. One important problem is to determine the best sizes of PCM and DRAM for a specific application so the energy can be minimized with the minimum time overhead. How to allocate data and programs in PCM and DRAM is also important for energy optimization, since different allocations may

<table>
<thead>
<tr>
<th>Attributes</th>
<th>DRAM</th>
<th>PCM</th>
<th>NAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Volatile</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Erase Required</td>
<td>Bit</td>
<td>Bit</td>
<td>Block</td>
</tr>
<tr>
<td>Software</td>
<td>Simple</td>
<td>Simple</td>
<td>Complex</td>
</tr>
<tr>
<td>Power</td>
<td>100–1000mW/die</td>
<td>~100mW/die</td>
<td>10–100MB/s/die</td>
</tr>
<tr>
<td>Write Bandwidth</td>
<td>10MB/s</td>
<td>100+ MB/s/die</td>
<td>10–100MB/s/die</td>
</tr>
<tr>
<td>Write Latency</td>
<td>~20–50ns</td>
<td>~1µs</td>
<td>~100µs</td>
</tr>
<tr>
<td>Write Energy</td>
<td>~1W/GB</td>
<td>&lt;1nJ/b</td>
<td>0.1–1nJ/b</td>
</tr>
<tr>
<td>Read Latency</td>
<td>50ns</td>
<td>50–100ns</td>
<td>10–25µs</td>
</tr>
<tr>
<td>Read Energy</td>
<td>~1W/GB</td>
<td>&lt;1nJ/b</td>
<td>&lt;1nJ/b</td>
</tr>
<tr>
<td>Idle Power</td>
<td>~1W/GB</td>
<td>&lt;0.1W</td>
<td>&lt;0.1W</td>
</tr>
<tr>
<td>Endurance</td>
<td>10^4</td>
<td>10^5–10^9</td>
<td></td>
</tr>
<tr>
<td>Data Retention</td>
<td>ms</td>
<td>Not f (cycles)</td>
<td>f (cycles)</td>
</tr>
</tbody>
</table>
introduce different write traffic to PCM and DRAM. Furthermore, as many embedded systems are with real-time computing constraints, we need to consider whether timing constraints can be met as utilizing PCM for energy optimization may introduce time overhead.

As several optimization problems involve, in this paper, as a first step, we solve a simplified problem in which we assume that data are statically allocated into PCM without further movement, and there is no time constraint. This is the case for simple embedded systems that do not need OS (Operating Systems) or only require simple real-time kernels. We show the problem can be solved optimally, and the sizes of PCM and DRAM can be obtained. We discuss how to extend this scheme to solve more complex problems. Emerging research issues in compiler optimization, OS, and real-time task scheduling are presented for energy optimization with the application-specific hybrid PCM/DRAM main memory in embedded systems.

The rest of the paper is organized as follows. The previous work is introduced in Section II. Section III presents the background. Our optimal static data allocation scheme is proposed in Section IV. In Section V, we discuss emerging research issues in system-level software optimization. The conclusion is given in Section VI.

II. RELATED WORK

PCM management has been intensively studied in the general-purpose computing field. In [15], a memory system with on-chip DRAM cache and PCM main memory is proposed, in which the DRAM cache that is invisible to operating systems (OS) is directly managed by the memory controller. In [7], [8], a hybrid PCM/DRAM memory system is proposed where both PCM and DRAM are exposed to the OS and the OS can transfer pages between PCM and DRAM for improving PCM lifetime. Various techniques have been proposed to extend PCM life time via write reduction [1], [16], [17], [18], [19] and wear leveling [1], [20], [21], defend against malicious attacks [20], [22], [21], [23], [24], [25], prevent chip failure caused by failed PCM cells [26], [27], [28], [29], [30], and reduce the influence caused by long write latency [31], [32], [33], [34]. In the above work, however, energy optimization has not been fully addressed.

There have been studies for utilizing PCM in embedded systems. At the architecture level, a hybrid PCM/SRAM scratched-pad memory is proposed in [35], and a hybrid PCM/NAND flash storage system is proposed in [36]. At the software level, a file system is designed to support to store metadata of file systems in PCM [37]. In [38], a write-activity-aware page table management scheme is proposed to reduce writes by modifying the page table initialization and page frame allocation modules in Linux kernel. In [39], PCM-FTL, a write-activity-aware NAND flash management scheme, is proposed to enhance the PCM endurance in embedded systems with PCM/NAND flash. The above techniques focus on either reducing writes or improving endurance, and cannot be directly applied in energy optimization.

III. BACKGROUND

In this section, we first introduce PCM and then present the system architecture and open problems to utilize the application-specific hybrid PCM/DRAM main memory for energy optimization in embedded systems.

A. PCM

PCM is one type of non-volatile memory to store information based on chalcogenide (the phase-change material) [5]. Figure 1 shows a typical PCM cell that contains a layer of chalcogenide such as Ge2Sb2Te5 (GST) and two electrodes. GST has two states, crystalline and amorphous, and the resistivity of the amorphous state is 3-4 orders of magnitude higher than that of crystalline state.

By injecting current into the heater, we can thermally induce the phase change of GST. As shown in Figure 2, in the SET operation, with a moderate current pulse, GST is heated to a temperature between the crystallization and melting temperatures (between 300°C and 600°C) for a relatively long period, which induces GST into a crystalline state (logic “1”); in the RESET operation, with a high current, GST is heated to a temperature above the melting temperature for a short period, which induces GST into an amorphous state (logic “0”).

In a PCM chip, cells are organized in a 2D array (Figure 2). Although the organization is similar to that of DRAM, PCM has some specific design issues [4].
B. System Architecture and Problems

Figure 3. The system architecture with the application-specific hybrid PCM/DRAM main memory in embedded systems.

Figure 3 shows the system architecture with the hybrid PCM/DRAM main memory in embedded systems. NAND flash is used as the second storage to store user data. The hybrid PCM/DRAM memory serves as the main memory. Different from DRAM-based main memory, this hybrid main memory can store code and even user data by utilizing the non-volatility of PCM.

In embedded systems, hardware and software can be specially designed and optimized for specific applications. Thus, to optimize energy for an application, we need to solve various problems. For example, what are the best sizes of PCM and DRAM, how to statically allocate data and program, and how to migrate data between PCM and DRAM. A lot of new optimization problems arise and various system-level optimization techniques need to be developed in order to fully explore this application-specific PCM/DRAM main memory for energy optimization in embedded systems.

IV. OPTIMAL STATIC DATA ALLOCATION

As shown above, several optimization problems are involved in order to fully explore this architecture. Thus, as a first step, we solve a simplified problem, that is, if there is no time constraint, and data are statically allocated in PCM without further movement, what are the best sizes of PCM and DRAM? Next, we first present the energy cost model and propose the optimal static data allocation scheme, and then discuss how to extend our scheme to solve more complex problems.

A. Energy Cost Model

The energy consumption of a DRAM chip can be divided into the standby energy, the refresh energy and the access energy, where the standby energy represents the energy consumed when the memory is idle, the refresh energy represents the energy consumed for supplying refresh cycles for data retention, and the access energy represents the energy consumption caused by reads and writes. As PCM is non-volatile, it does not need to be refreshed. So the energy consumption of a PCM chip can be divided into two parts: the standby energy and the access energy. In either PCM or DRAM, the standby energy is mainly determined by the memory and is not related to data accesses. Therefore, given a data or program item, in DRAM, its energy comes from accesses and refreshes; in PCM, it comes from accesses. Based on this, we define the energy cost of item $i$ as follows.

$$\text{Cost}(i) = E_{\text{ref}}(i) + E_{\text{DAccess}}(i) - E_{\text{PAccess}}(i)$$  \hspace{1cm} (1)

In Equation 1, $E_{\text{ref}}(i)$ represents the energy difference between putting item $i$ into DRAM and PCM; $E_{\text{DAccess}}(i)$ and $E_{\text{PAccess}}(i)$ represent the refresh energy and access energy, respectively, when item $i$ is in DRAM; $E_{\text{PAccess}}(i)$ represent the access energy when $i$ is in PRAM. Let $N_{RD}(i)$ and $N_{WR}(i)$ be the read and write numbers for item $i$. Then we can obtain $E_{\text{DAccess}}(i)$ and $E_{\text{PAccess}}(i)$ by the following equations:

$$E_{\text{DAccess}}(i) = \sum_{j=1}^{N_{RD}} E_{\text{DRAM}}(j) + \sum_{j=1}^{N_{WR}} E_{\text{DRAM}}(j)$$

$$E_{\text{PAccess}}(i) = \sum_{j=1}^{N_{RD}} E_{\text{PCM}}(j) + \sum_{j=1}^{N_{WR}} E_{\text{PCM}}(j)$$

Here, $E_{\text{DRAM}}(j)$ and $E_{\text{PCM}}(j)$ represent the read DRAM energy and the write DRAM energy of item $i$ caused by $j$th read and write, respectively.

Put the above equations into Equation 1, and we have the following:

$$\text{Cost}(i) = E_{\text{ref}}(i) + \sum_{j=1}^{N_{RD}} (E_{\text{DRAM}}(j) - E_{\text{PCM}}(j)) + \sum_{j=1}^{N_{WR}} (E_{\text{DRAM}}(j) - E_{\text{PCM}}(j))$$  \hspace{1cm} (2)

Equation 2 shows that we may not get any energy benefit by putting an item into PCM if it will be written too many times, since PCM write energy is bigger than DRAM write energy. Furthermore, the PCM cells stored an item may be worn out with too many writes.

B. Optimal Data Allocation and PCM/DRAM Sizes

There are two cases in data allocation. First, let us assume that there is no limit on the PCM size. Then item $i$ should be put into PCM if $\text{Cost}(i) > 0$ and its write number is less than the allowed write endurance. In this way, we can obtain the data allocation and the best sizes of PCM and DRAM.

If the PCM size is fixed and cannot hold all the above items, a subset of the items should be selected to be put into PCM. In this case, the data allocation problem becomes 0-1 knapsack problem. Let $W$ be the PCM size, and $\text{Size}(i)$ be the size of item $i$. Then the problem
becomes:

\[
\text{Given a set of items } I = \{1, 2, \cdots, N\} \text{ in which for each item } i \in I, \ Cost(i) \in \mathbb{Z}^+ \text{ is its value and } Size(i) \in \mathbb{Z}^+ \text{ is its weight, and two given positive integers } H \text{ and } W, \text{ is there a subset } S \text{ of } I \text{ such that } \sum_{i \in S} Cost(i) \geq H \text{ and } \sum_{i \in S} Size(i) \leq W? \\
\]

The knapsack problem is NP-complete [40]. It can be optimally solve by dynamic programming in pseudo polynomial time. Efficient heuristic algorithms should be developed to handle the cases when there are too many items or the PCM size is very big.

C. Extension

The above optimal static data allocation scheme can be extended to solve more complex problems. When time overheads introduced by PCM need are considered, we can perform a procedure to iteratively adjust data allocation and test time constraints. How to efficiently and effectively achieve this is an interesting open problem.

V. RESEARCH ISSUES

System-level software optimization techniques are required in order to fully exploit the potential features of the application-specific hybrid PCM/DRAM main memory architecture for energy optimization. Besides long write latency, large write energy and limited write endurance, PCM introduces large write power consumption. To solve problems caused by these disadvantages, various research issues need to be addressed at instruction-level, task-level and OS-level. Some sample open problems are listed below.

A. Compiler Optimization

Compiler optimization techniques are needed to implement static allocation. The static allocation are particularly useful for simple embedded systems in which the static memory layout is good enough for executing single process or multiple processes.

In order to obtain read and write behaviors and time performances of data and programs, we need to perform specific program analysis statically and dynamically. The static analysis may contain data flow analysis, control flow analysis and other classical compiler analysis so as to collect necessary information for memory accesses. The dynamic analysis is needed in order to obtain time and memory behaviors with profiling techniques. For a process, we need the information of the numbers and time/energy performances of reads and writes for the code, data, heap and stack. Then we need an integrated technique to combine the results of the static analysis and dynamic analysis, and generate the estimate information needed in the static allocation such as in Equation 2. How to efficiently perform this estimate and how to evaluate if it is accurate are interesting open problems.

PCM brings some new hardware features which can be utilized by compiler optimization. For example, in PCM writes, there are big differences in both time and energy between a row buffer write and a row array write [7], [8], [15]. It is an interesting open problem of how to maximally utilize a row buffer before a row array write is triggered? Different data layouts may generate different results. Different instruction sequences also cause different behaviors. These should be studied, and they may help reduce PCM writes.

Some existing compiler techniques may need to revised to be “PCM-write-aware” in order to solve problems caused by the disadvantages of PCM writes. For example, in “PCM-write-aware instruction scheduling”, PCM writes may be scheduled into positions so as to introduce minimum time delay or minimum power variation. Register spilling may need to be “PCM-write-aware”, by which it should use DRAM first in order to reduce PCM writes. It is also possible to combine with DVS (Dynamic Voltage Scaling) to implement a joint DVS and PCM write scheduling to optimize power variation.

Registers, cache, and SPM (Scratch-Pad Memory) should be fully utilized to reduce PCM writes. For example, in order to keep hot data from PCM in cache lines, we can add extra “read”. Then we need to study where to insert these “read” and what are tradeoffs. To utilize SPM, instead of using frequency-based allocation policies, we may need to only focus on “PCM write frequency”. Based on this, new SPM allocation and eviction schemes can be developed.

B. OS optimization

The static allocation is good enough for simple embedded systems, in which it may not need OS or only requires a simple real-time kernel. For high-end embedded systems such as smartphones, we need OS support to explore the hybrid memory for energy optimization.

Most previous work focuses on wear leveling by migrating pages with frequent-writes from PCM to DRAM, and vice versa. Page migration introduces time and energy overheads. To reduce these overheads, we should provide interfaces for programmers, and let them select correct memory types for specific applications. For example, PCM is for read most data and DRAM for write most data. As programmers understand applications better than OS, this selection should help reduce the number of migrations.

PCM does not need to be refreshed. This can be utilized to optimize energy. For example, a DRAM bank can be turned off for a period of time by storing its data into a PCM area with a small DRAM buffer. By using the small DRAM buffer to cache data, with good buffer management policies, it may not or introduce very few writes in the PCM area. If OS can help group pages that are not write intensive into one bank, this may help save energy.
C. Real-time Task Scheduling

Many embedded systems have real-time constraints. The tradeoff between the energy gain and the time overhead needs to be considered in real-time task scheduling. Several open problems should be studied from energy optimization and WCET (Worst-Case Execution Time) analysis.

In Energy optimization, by combining the schedulability analysis with the static allocation, scheduling algorithms can be studied based on various task models such as single task or multiple tasks, periodic or aperiodic, dependent or independent, preemptive or non-preemptive, online or offline, and single-processor or multi-processor. It is also interesting to study dynamic allocation when scheduling tasks, where one PCM area can be used by different tasks at different times.

Introducing PCM into the system architecture makes WCET analysis more difficult. Particularly, in PCM writes, there is big time difference between a row buffer write and a row array write. This new feature should be handled in WCET analysis. In an environment with dynamic allocation where there may be data migration between PCM and DRAM, it is an open problem of how to perform WCET analysis.

VI. CONCLUSION

In this paper, we studied how to utilize PCM for energy optimization in embedded systems. We presented an application-specific hybrid memory system architecture in which PCM is used to replace DRAM as much as possible. We proposed an optimal static data allocation scheme to solve a simplified problem, and discussed how to extend this to solve more complex problems. We presented emerging research issues in compiler optimization, real-time task scheduling and operating systems when utilizing PCM for energy optimization in embedded systems.
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