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Abstract

Packet Pair measurement has been used to discover end-tetvork character-
istics. One of such measurement is loss-pair anal§4dis\vhich has been shown
to be able to passively measure the queue size in the batkenater along a
path in ns-2 simulator. However, the methodology only medeliters for which
the queue is managed in the unit of byte. The application@htlethod is thus

limited.

In this paper, we have proposed an active measurement nudbigydhat can ap-
ply to all routers. It makes use of our newly proposed modat thlates router
queue size in unit of packet, bandwidth, packet size andiggelelay. Testbed
experiment is performed to validate our model. We havetiiaied that our
methodology can estimate queue size of bottleneck routeahwhanage buffer
in unit of packet. Finally, we tried our methodology in a ma@mplex base-
line traffic. The estimation is distorted by effect of relaly small-size packets
in baseline traffic on packet pair. We suggested some metiooldsver such

distortion.

The major contributions of our research are:

1. Propose an active loss-pair measurement methodologyppms routers of
different implementations of buffer management, such ti@tapplication

can be extended to all routers in real world environment;

2. Perform testbed experiment to verify the relationshigvieen queue size of

bottleneck router and queuing delay observed by loss-pair;
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3. lllustrate the use of linear regression and differentisgteal measures of
central tendency to correct the error from data collectatkudifferent net-

work traffic characteristics.
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1 Introduction

Internet is a network of networks that are working based anroon rules and
protocols, and without central authority to control theisgtof all networks in the
Internet. The traffic passes through each network may beeshiaypthe configu-
ration and policy of each network, including the AQM, togativith the variation

of network loading and link quality.

Under the rapid development of Internet and it’s applicgatrmwadays traffics are
running between client and server, server and server, &t end client. The
end points may be as close as situated in the same city, or as fa different
continentals. The last mile may be an 802.11 wireless nétvaord the link in

between probably consists of optical fiber, ATM, etc.

Major characteristics of end-to-end network quality imtgs the bandwidth, loss
and queuing of packets. A number of Internet applicatiorts, |ternet phone,
Internet video conferencing, and streaming of data, reguine information of
end-to-end network characteristics to optimize the nétwdilization and ap-
plication performance. No one can provide such informatamd that is why

Internet end-to-end measurement remains a hot topic imrgears.

Packet pair measurement, a technique of active measurdaiyeeinding probes
consist of back-to-back packet-pair from one end to therptiaa be used in the
measurement of end-to-end bottleneck bandwidth and bsitfer The disper-
sion and the round-trip delay of the packets captured wouddige necessary

information to estimate these two characteristics.



loss-pair is introduced by Liu et al ]l] to address one of the problem: to estimate
the buffer size of the bottleneck router. Having review theqr, we found that
the tool only partially address the issue: the estimatiobudfer size in unit of
byte has been introduced in detail. However, it can onlyyappbne of the two
methods on buffer management. Actual implementation aadeauic research
has divide the router buffer management in two categoriesinit of byte, and

in number of packet. The actual implementation may have moreplicated
algorithms on how to handle the packets in different sizedass to optimize the

performance, but these are out of scope of our research.

In this paper, we will investigate the end-to-end measurgroé queue size of
bottleneck router managed in the unit of packet. The resteopaiper is structured
as follows. Section Il summaries background works that plaiger based on.
Section Il explains challenges faced by each measurermmehaihd the problems
addressed. Section IV describes the . Section V presentzitfinal model in

[11] and an our amended model of queue size of bottleneck rouection VI

illustrates the testbed experiment results that validaterwdel. We conclude in

Section VII.
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2 Motivation

Loss-Pair 11] is a novel methodology aimed at measuring the buffer sizsobf
tleneck router along an end-to-end path. When we conduetrgwpnt on testbed
consisting of Click 8] routers, we found that the buffer sizing is different from
that used in11]. The unit of queue size of Click is in unit of packet rathearth
byte. Therefore, a limit is placed on the number of packeds ¢an be buffered
before incoming traffic packets are discarded. This coidtathe baseline router
design in Loss Pair, that number of packets stored can beredffs limited to the

total buffer space available.

The deviation from the model causes error in estimation &fdreck router. We
demonstrate this with data from our experiment, which is mamzed in Table
2. The layer-2 packet size of the UDP cross-traffic is configuoebe uniformly

distributed from 500 to 1000 bytes. To eliminate the effdctamdom error in
experiment, we illustrate the calculation with the valubtamed from linear re-
gression. For a 404-byte (encapsulated header inclusigbgpfrom line regres-
sion of results obtained, the queuing delay observed by tibleep which is the
difference of the loss-pair round trip delay and the minirmaund trip delay, is
0.231304 - 0.107990 = 0.123314. With a correct measurediddtidof 3Mbit/s,

the buffer size is estimated as:

n=wxr = 0.123314« 3000000= 369943bit] = 46243bytd

Compared with the actual buffer size of 60 packets, or cdadeo size in byte,
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Figure 1: lllustration of error in size estimation of rousdsuffer in unit of byte

60 x 1500bytd = 90000bytd, this estimated figure is clearly not correct. The

algorithm is therefore irrelevant to buffer allocation inituof packet.

The error in estimation is illustrated in Figute The buffer is partitioned into
fixed-size slots to accommodate incoming packets, andzkesgjuals to the max-
imum frame that the network can transmit. The slots are rbt fililed by the
buffered packets since not all packets have the maximum $Meen loss-pair is
found, the queuing delay observed by the loss-pair is a gsithation of the time
to drain all the packet queued in the full buffer of bottlekeauter. However, as
represented by the colored volume in the diagram, the tatel& the queued
packets does not equal to the buffer size. The measured Biféein this case is

therefore not the buffer size.

Keshav et al, in discussing the issues and trends of rodlepinted out that
the price drop of memory has dramatically increase thediveness of using a
large fixed-size single piece of memory to hold data for eamtket. In view of

the increasing throughput requirement, this is one of thaism to overcome the
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bottleneck in accessing the output queue.

Spalink et al have commented the packet buffer allocaticlepioyment of software-
based routerl6]. They choose to divide the memory into slots of 2KB each to
accommodate maximally sized (1518 bytes) Ethernet packieey consider this
simple allocation scheme saves a lot of complexity. Expenitsshowed that the

router built can achieve a sustainable rate of 3.47Mpps.

Given various researches based on routers, in either dionlar testbed, with
buffer allocation in unit of packet such a8][[12], [2], and the performance
of buffer allocation implementation mentioned above, theasurement of queue

size in unit of packet is considered necessary.

Without a new methodology to address the measurement debetk router’s
queue size in unit of packet, Internet measurement is natagteed to provide

correct results for all cases.
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3 Background

Several packet pair measurement tools are developed tovéisthe end-to-end
characteristics along a path. Below summaries the metbgglaf some of the

interesting tools.

A. Loss-Pair

Loss-pair [L1] is a pair of packets that travels along the same path cleaselygh
such that they experienced the same situation, and thatlyxae of them is

dropped.

Research showed that round trip tintg) ©f the successfully transmitted packet
in the loss-pair and the minimum round trip deldy) {s a good estimation of the
gueue length at the link at which packet loss occurred. Theeinaf the queue
size and queuing delay will be explained in details in latgtion. The buffer
size B) of the link is estimated aB = C(tq—tp). In addition, the drop ratio of

AQM such as random early detection can be reasonably cleaized.

There are generally two kinds of queue capacity managemewiuier: queues
with capacity in unit of byte or in unit of packet. For queudmgapacity in unit
of byte, each packet fills the buffer with its size. For queité wapacity in unit of
packet, the outgoing queue is partitioned into a fixed nurobslot with the size
of maximum packet size, and each packet fills a slot regazdiets size. The

loss-pairs 11] only measures the queue size of bottleneck routers thaageatie
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queue in unit of byte. This left room for further study on r@ugjueue in unit of

packet.

B. Packet Pair Dispersion

Packet dispersion techniques is one of the methodologytosestimate the end-
to-end capacity4]. It make use of the observation of packet service time at
each router14]. When a back-to-back packet pair of sizdravels through a
network consisting of a number of store-and-forward limkth bandwidthr;, the
service time at each routes,= L /ri. Although the service time between the two
packets at each router varies, without the interferencetledrgpacket, the time

of dispersion of the packet pair, which is the differencesMeen the time the pair

of packets reach the receiver, should always equals to tigeekt packet service
time, max;. Such phenomenon is illustrated in Fig@&reSince the bandwidth of
the narrow link defines the capacity of an end-to-end patth tla@ highest packet
service time of the packet pair is resulted from the narrow, lthe dispersion of
the packet pairty, measured at the receiver is a good estimator of the capacity
along the path. A back-to-back packet pairs of $ize sent through the network.

Therefore, the capacity of the end-to-end p&hcan be estimated as

—L
C—td

Nevertheless, a major flaw of the packet pair methodologydsetror introduced
by cross-traffic. If cross-traffic packet of sizereaches the routéjust before the
first packet in the packet pair arrive, the time taken by theenoto first forward the

cross-traffic packet at the outgoing interface before ivod the probing packet
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is 1t = Lt/ri. The first packet in the packet pair is thus queuedthtrouter for a
maximum delay timea;. If the second packet in the packet pair reaches-the
router before it sends out the first packet, the dispersidhepacket pair in the
link after thei-th router is shortened by no more than In contrast, if a cross-
traffic packet reaches the routeust after the first packet in the pair but before
the second packet, it obviously caused a delay of no more ftarihe second
packet at the outgoing interface of thth router. These two cases are illustrated

in Figure3.

The probability of queuing of the second packet at ithle router is correlated
to the time dispersion between the packet when they arrieaclt router, which
equals tonrggﬁrn. The longer the dispersion, the more likely that crosditraf
packet inserted in between the packet pair. SimeeL/ri, a smaller probe size
can decrease the probability of queuing of second packee ti@nother hand, the
probability that the first packet suffers queuing delay gejpendent of the probe

size.

Another weakness of the packet pair methodology is the esutajion headers
size on the wire. We control the probe size by varying the gaylsize at the
sender side. When the probe is being transmitted througtetadink layer (layer
2), e.g. ethernet, an ethernet header is attached to thartyegiof the probe
packet data and thus increase the size of the frame beingcelion the network.
The service time of the frame at the outgoing interface oheaater depends on
the total layer-2 frame size. Therefore, the header sizaldhze considered in
estimating the bandwidth. The header size of differentri@yeetwork topology

varies, and we cannot detect the actual network topology sezific node on
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Figure 2: lllustration of packet pair dispersion

the path by end-to-end measurement. The bandwidth is likedlerestimated if
we only include the layer-3 packet size. The most common waygihimize the

effect of encapsulation header size is to set the probe padesto a relatively
large one, say, 500 byte or more. Another method is to varptblee packet size

and obtain the capacity through linear regressigj. [

There is another factor other than encapsulation headdnthigthe lowest packet
size of probe. As the packet siZe) decreases, the packet pair dispersion, which
Is expressed &g = é decreases too. The error introduced by the time resolution
of the measuring machine on sending and receiving timestdrppobes would

be unacceptably high if is small andC is relatively high. For example, i€

= 100Mbit/s,L = 400 bit, tg = 1~~200___ _ 0.000004ec= 4us. The time

100,000,000
resolution of Jus will lead to a maximum of 25% error on the measured capacity.
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Figure 3. Graphical illustration of effect of cross-traffin packet pair dispersion

C. CapProbe

CapProbe ] introduced an improved technique used to estimate the@weand

capacity. It makes use of the round-trip time data of the @nodickets returned
to distinguish whether the packets returned suffered wssacy delays. The
rationale is that queuing delay is the primary source ofrerroapacity estimation
from dispersion. If the round-trip time of both packets i#/|dhe packet pair
collected incurred nearly no queuing delay. Thus the dgperfor such packet
pair is unaffected by queuing delay and remains a good estimaf capacity.

This method, however, cannot be applied in the loss-paihotetiogy. The loss-
pair are expected to experience the queuing delay at thiehetk router, which
violate the principal assumption in CapProbe. There is revagtteristics that

let us distinguish whether the loss-pair collected areextitip queuing delay at
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the bottleneck router or other routers. Therefore, to fitgrother factors to the
round trip delay, we normally use the mode as a represeati@gure of round trip

delay.

D. One-Packet Techniques

Unlike the above, an approach that make use of packet delaysopacket rather
than packet pair dispersion, which summarise®jnif used to estimate the link
bandwidths. The technique is also derived from the observéitom [14]. Like
traceroute, the tools exploit the functionality of timelitee (TTL) value in IP
header, which is mainly to avoid endless loop on routing peckA TTL value is
set by the sender, which means the upper limit of hop thatdlckegt can transfer
through. The TTL value in the header of a packet is decreagedvhen the
packet pass through a host. When the TTL is reduced to zeayvebéfreach
the destination, the host that see a zero TTL value in a pacidediscard the
packet and sends back an ICMP error message to the source Bgpstending
probing packets with TTL value from one to the number of hotheoend node,

the incremental transmission delay for each hop can beatetle

The transmission delayy), or service time of packet at the router, has a linear
relationship with the packet siz&f and the bandwidth of the outgoing link of
the router ), i.e.,tg = %. By regression the per-hop incremental transmission
delay and the probe size, the bandwidth for a particulardark be obtained from
the slope 13]. The results obtained, however, is vulnerable to queuielgyd

introduced by cross-traffic. To eliminate the error causgdleuing, a simple
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min-filter can be applied to the round trip delay obtained.
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4 Challenges

A. Cross Traffic Intensity

The baseline traffic intensity is a key issue to loss-pairsuesment. If the base-
line traffic intensity is far below the capacity of the botigek link, the chance that
the queue at the bottleneck router grow up is low. Thus, thédn@ck router’'s
buffer will seldom be fully occupied by packets. If the reatget loss rate is low,
the number of loss-pair collected in active measuremertbgillow. loss-pair
analysis thus cannot be performed on links that the utibmats extremely low,

unless the measurement traffic is sufficiently high to gdedoss events.

The difficulty of obtaining good results in packet pair degiepn the cross-traffic
intensity. As mentioned in Section 2, heavy cross-traffia |major obstacle for
accurate bandwidth measurement. Cross-traffic adds quelelay to all kinds
of probe packets, no matter one-packet, packet pair or paeke. In addition,
the packet pair or packet train methods are also vulnerahlgection of cross-
traffic packet in between the probe packets. The heavierahkgoound traffic,

the more likely the results obtained are distorted.

There are some methods to overcome the interference oftedBs. CapProbe]]

is a tool to address this issue in packet pair, and min-fit@oirmally used to get
rid of the distortion caused by the cross-traffic. The capagstimation is not
covered in this paper, and we assume that a reasonable &stiamabe obtained
through the use of end-to-end measurement tool that makef pseket pair dis-

persion, CapProbe, or the one-packet technique mentidreea
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Figure 4: lllustration of loss-pair intercepted by crossftc packets

It is worthy to note that loss-pair is also a kind of packetr pa¢thodology. The
results obtained by loss-pair are also subject to the ertence of cross-traffic. As
shown in Figured, when cross-traffic packets are inserted in between thespack
pair, the principal assumption of loss-pair is no longeidiahe packet pair expe-
rienced different situations. When we use the round tripyl@l the first packet

to estimate the queue size, the queue size is probably @stierated.

B. Loss Occurence at Narrow Link

There is a principal assumption made by Liu et aldid][ which stated that ma-

jority of packet loss occurred at the bottleneck router. fheue size is then

22



estimated as the compound of the time required to drain goadket queue at
the bottleneck, and the outgoing bandwidth of the bottlkmeater. The former
one can be measured by the queuing delay observed from gipdirs However,
if most packet loss does not happen at the narrow link of tltkterend path,
the queuing delay observed by loss-pair cannot estimatgéntieeto drain the full
queue at the bottleneck. Then, the calculated queue sinadsurate. The sec-
ond assumption of loss-pair is that the bottleneck link anéhd-to-end path do

not change from one to another.

Nowadays TCP traffic dominate the data transmission intetefl7]. We ex-

pected that in the Internet most packet loss are caused byra@ie. According

to the algorithm of TCP protocol, on the sender and receinesgit increase
the rate of data transmitted gently to search for the avialandwidth in each
transmission, and look for packet loss as a sign of congestldpon observing
packet loss, it reduce the data transmission rate drartigtiosavoid packet loss
due to overflooding the link. Then it goes back to the phrase@tasing and

the procedures repeat over and over again.

In the middle of the end-to-end path, the routers store pgadkey receive in
the buffer and forward them to the next node, which is limiwgdhe bandwidth
of the link to the next node. When the total incoming traffiterat a router is
higher than the outgoing link bandwidth, the queue of patkeids up in the
router’s buffer, until the queue is full and the router ftda discard packets that
it receive. In addition, AQM algorithm, like RED®], is implemented in router
such that the ratio of packet drop is a function of the quenegtle This algorithm

attempts to avoid the problem of global synchronizationoditiced by drop-tail
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queue management.

In equilibrium, most packet loss thus should occur at theway to the narrow
link. Figure5 presents the relationship between queue length and paaket d
However, if a router on the measuring end-to-end path, wisiciot a gateway to
the narrow link on the path, is actually the bottleneck rofe another end-to-
end path, the primary assumption of loss-pair may no longlvaAs illustrated

in Figure6, C is the bottleneck router for the end-to-end path from A.tdfthe

traffic intensity of path A-Y is high enough, packet loss hexpgd at C for any
traffic going to X. Little packet loss may occur at the botdek router D if the

rate of traffic flowing through E-Y is low.

C. Measurement Implementation

Packet pair analysis, including packet dispersion measeméand loss-pair anal-
ysis, can be performed by active or passive measurementiveAoeasurement
involves sending probes along the path from one end to ther etid. Since the
results obtained from the probes are only samples out adfiic passing through
the end-to-end path, the accuracy depends highly on thelismnmpethods of the
probe. Passive measurement, on the other hand, normalliygsgprivilege right

to capture and analysis all end-to-end traffic.
There are afew tools that have implemented the packet pp#aiet train method-
ology:

TCP Probe J] incorporate the capacity measurement in TCP protocol. Tibe

algorithm on the client side is customized to arrange thestrassion of actual
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Figure 5: Queue length and packet drop timeseries measutsgttieneck router
in experimental testbed, queue size at 83 packets, no AQMgtwad. TCP
path-persistent cross-traffic generated by IPerf.

Figure 6: lllustration of situation that packet loss doesauzur at narrow link in
end-to-end path
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data to the web server in a desired pattern. Some data packetent as back-to-
back packet pair or in reverse order to trigger the servetdingrback web object
as desired packet pairs to the client that the client cargreze. Therefore, the
‘client’ machine can send out probes to any typical web seawel capture the
return probes without special co-operation from the 'sérsigle. Based on the
round trip information, the tester can estimate the pattaciap from the packet

pair dispersions.

Asymprobe L] is a simple active measurement implementation of packet pa
methodology. Specific programs are run on the machines atdmat to send and
receive probes. Probes are transmitted through a rounfildripthe sender to the
receiver and then back to the sender, where the capacityaigin carried out.
The probe size have a lower boundary of 500 bytes due to th&tion of time
resolution as mentioned in previous section, and a uppendaoy of 1500 bytes
which is the typical setting of MTU. Thus, capacity estimatof the round-trip
methodology has the ratio of forward and backward pathgéanio 3:1 or 1:3,
which have already broken the restriction of estimatingltimeest bandwidth for

the round trip as a whole.

Badabing 15| is a one-way packet train methodology designed to measare t
single-way end-to-end loss episode and loss frequencye AgymProbe, the ac-
tive measurement tool is divided into a server applicatioth @ client application
that runs on each end of a path. The probes travels only ogdram the client
to the server end, and the probe rate follows the poissonhiisbn to increase
the chance of capturing the rare and irregular occurenaesefdnd variable dura-

tion of loss. One of the major feature of Badabing is adjustive probe rate to
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trade the accuracy of measurement with the impact on the link

We illustrate our methodology by round-trip active meameat. Similarto TCP
Probe, we exploit the TCP algorithm to send probes contgipacket pair, and
trigger packet pair from the web server. However, the adgtoplementation of

our measurement is out of scope of this paper.
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5 Testbed Setup

A. Hardware Configuration

We have setup the testbed as shown in Figurelt consists of 12 commodity
computers acting as router, traffic generator and recgwehbe sender, and web
server respectively as labeled in the diagram. They havebd88d Ethernet
network cards installed and inter-connected by 100-batieeriet switches. All

of them had 2.4GHz Intel Pentium 4 processors running onx.inu

Il | —Tat [_Jod [ J3 [_Jod [_Jod
i 1] 1] 1] i i
Web Click Click Click Click Click
Server Router Router Router Router Router
|I | | ....... | | ....... | | ....... | | ....... | | ........ |
Switch Switch Switch Switch Switch io0M
| | | | Switch
]
LB B LB
1] [T 111} I [11] [11]
Traffic Traffic ‘ Traffic Traffic Traffic Probe
generator generator generator generator generator Sender
/ sink / sink / sink / sink / sink

Figure 7: Testbed configuration

The five computers labelled as click router in Figidreun Click, and the usage
of Click is summarized in the following section. Five comgnstthat act as traf-
fic generators / sinks are connected to the switches, whighulp two adjacent
routers. Each switch and the connecting cross-traffic geimgr machines sim-

ulates a network that both receives and transmits Interaffict Routers, apart
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Probe () ‘ ‘ ‘ Web

Sender Server

Figure 8: Logical setting of testbed

from acting as router or gateway at both adjacent netwotks,samulates differ-
ent bandwidth of link interconnecting different network3he logical design is
illustrated in Figure8. The experiment testbed composed of the elements stated
above tries to simulate an end-to-end path between any tets lconnecting to

the Internet.

We concerns only the queue size of the bottleneck routegiwtan be measured
by the queuing delay at the bottleneck router. By generdtoggpersistent cross-
traffic across the bottleneck router, packet loss and qgedghay occured at the
bottleneck router. We are not going to study the effect oéotinoss-traffic along

the path, so no traffic is generated across hops other thdarmtk router.
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B. Click Modular Router

Click [8] is a open-source software implementation of conventiomatier. Func-
tions are built as modules which can be loaded in the Clickchigecture to cus-
tomize the router’s behaviour. The performance of Click basn verified by
experiments and achieve a maximum loss-free forwardiregafe®30,000 64-byte
packets per second on Pentium Il computer. Packet flowsiak @te controlled
by pushing and pulling processing. Like other software eguytackets are push
to the next element as soon as they arrive at the incomingeation, thus un-
solicited packets arrive at Click router are immediatetyresti to the buffer and
pending further processing. In contrast, timing of pullgassing are determined
by the availability of the next element. For example, th@draitting device is
one of the pull device that transmit packets by pull progesgsilt transmits one

packet in the packet queue when it becomes ready.

There are several modules we have used to configure the behafirouters.

They are summarized below:

Shaperelement is a traffic shaper that sets a limit on the maximumutnput
that traffic can be delivered. Such limit is achieved by pgjlthe packet at the
specified rate to the transmitting device. The CPU schegulirClick ensures
that the pull processing are performed at the desired ratee olitgoing packets
thus exhibit a time dispersion that is similar to those im& bbf bandwidth equal
to our preset rate. In addition, this element can be configto@add an artificial

propagation delay to the traffic.

Queueelement is an explicit declaration of buffer used in Clickisinecessary to
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include this element in the configuration since Click do reténimplicit queues
on the input and output element. Itis a FIFO queue and by tefescard packets
received when the queue is full. The queue size are in theotipiacket rather

than byte.

IPClassifieris an important element to classify packet received acogrth the
characteristics of the packet. It can classify packets fiérint source IP or
destination IP, layer-3 protocol, flags in the header teed#ht cases, and for each
case we can assign different processes to the packets, sstbra in individual

gueues, subject to a specific traffic shaper, etc.

C. Testbed Setting

The traffic shaper of Click in each router is set to a uniquaeaith the lowest
bandwidth in the middle as narrow link. Refer to Fig@reafter the probe packet
pair has passed through a slower link and arrives at a fasterthe dispersion
between the packet pair increases. This leaves the proberable to interfer-
ence of cross-traffic packet on the faster link. Therefdres more difficult to

measure the bottleneck at the middle rather than close versend. Apart from

this, the bottleneck is not at the client’s end in real-lifwieonment, otherwise the
user have already know the end-to-end capacity and no nesasut are neces-
sary. The testbed configuration of the link bandwidth arenshim Tablel. To

simulate the propagation delay for an end-to-end path et ¢ a wide area,
a 10ms delay is added to the traffic for each direction at atlkGiouter, so the

expected minimum round trip delay is not lower thamEX 2 x 5= 100ms
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The queue sizes for all routers in our testbed are set in tle@iQalement in the
Click router. Except for the bottleneck router, the quews sif other routers
are configured based on the rule-of-thumb frdr@ [ which means the queue size
in byte should be equal to the round trip delay of traffic flowltiplied by the
bandwidth of the network interface of the router. For comeeoe, we assume an
average packet size of 770 byte (mean of 40 byte and 15004ytiejalculate the
estimated queue size in number of packet, nes 100msx r;/(770x 8). The

queue size for each router are summarized in Table

The probe sender is located at one end of the network with wekes at the
other end. Apache 2 is running on the server machine actirrgcasventional
web server. When the probing packet pair from the probe serdehes the
web server machine, it triggers a pair of packets sending tuathe probe sender
machine. The packet pair collected at the probe sender mathén provides
traces of path characteristics such as round trip delagrdering and loss of

packet pair.

Our methodology, which will be introduced in the coming s&ttis sensitive to
the packet size of traffic flowing through the bottleneck eouso measures must
be taken to ensure that experiment data remains unaffegtetther traffic such as
control packets. We configured packet classifier, IPClassifiClick, to separate
probing packets and cross-traffic packets from other TC&dRrol packets that
are used by our probing machanism, such as SYNC, FIN and ACHKly the
probing packets and baseline traffic flow through the corezbuffer. All other
packets are stored in a separate buffer, and are not subjiér abovementioned

traffic shaper. We can then strictly control the packet simb@acket rate through
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Routen Capacity (both direction) in Mbit/®Queue Size in packeDelay (each direction) in ms
7.5 122 10ms
2 5.5 89 10ms
3 3.0 50 10ms
4 6.0 97 10ms
5 8.0 130 10ms

Table 1: Configuration of testbed illustrated in Figure

the queue concerned. We can also ensure that the probe padkedseline traffic

are fairly treated and goes to the same buffer.
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Outgoidwidth

Figure 9: Model of router’s buffer size in unit of byte

6 Queue Size and Queuing Delay

A. The Models

Figure9illustrates the model used b§J]. The router’s buffer, which managed
as a FIFO queue, can be viewed as a bucket with a definite volWwater, thus
incoming traffic, are pumped into the bucket at an uncooperaate. Similar
to the store-and-forward routers, the water is temporamestin the buffer, and
then flow out of the bucket at a fixed rate depending on the augdmandwidth.
The buffer will be gradually filled up, thus the queue length imcrease, if the

uncontrollable incoming traffic rate is higher than the fixedgoing traffic.

The incoming packets gradually fill the queue until it redoé limit, i.e. queue
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Figure 10: Model of router’s buffer size in unit of byte

size ). Just like water being added to a full bucket, any packet &naved
when the buffer is full will be discarded and is lost. A lossfpin which one
out of two packets traveled closely together, is generateeihvone of the packet
arrived at the router when the queue is nearly full, and arqgthcket is dropped
since the buffer is full. Unlike water stored in a bucket ttath molecules is not
identifiable, packets stored in the buffer goes out of theemwin FIFO fashion.
The successfully transmitted packet, which initially lenéd at the very last bits
of the queue wheq, = n, experienced the longest queuing delay timgewWhich
equals to the length of the queue size divided by the outgwaific rate (), i.e.

_n
W_I"

However, the model does not apply to all routers. There acetyye of buffer

management in routers: in unit of byte and in unit of packethe Tormer one
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means that the buffer is partitioned according to the sizeawh packet in the
gueue, such that every byte in the buffer is filled by incompagkets back-to-
back. The later one would first have the buffer partitioned i fixed number
of slots with the maximum packet size, and each incomingiaskstored in one

slot no matter how large is the packet size.

The above-mentioned model is valid only for the former oner tRe later one,
since each buffered packet may have different size, thesiagof buffered pack-
ets may varies, therefore the time taken to discharge a fidug of packets is
not fixed. To estimate the buffer size, we must first find theaye packet size.
Then by performing experiment to obtain the average quelsy diene, we can

calculate the buffer size=w xr.

We proposed an amended model as shown in FigQr® solve the above prob-
lem. The queue sizen] and queue length are in unit of packet, and the outgoing

traffic rate (atey) is in unit of packet per second.

B. Assumptions on Fairness

Here we make some assumptions on the traffic and probes, wrechecessary

to maintain the fairness between probing and baselinedsaffi

1. Assume that the probability of loss for both traffic andiq@® are the same.

2. Assume that the router queue are managed in FIFO, anaféilt in differ-

ent size and protocol are treated fairly.
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3. Assume that no active queue management method such assRipplied

in the router, so a simple drop-tail approach is adopted.

4. Assume that average packet rate and packet size of baselffic are not

affected by the probes.

Probe packets may not be treated the same way as the basefiiefor all
routers. For example, like what have been implemented irCtiok router, the
driver let the administrator to classify packets accordimgheir characteristics,
such as the layer-3 protocols and flags within the headersidars try to tune
the router in the way to optimize the performance that usergiee while the
detailed machanism remains hidden. For load balancingiwretss of different
traffic protocol, packets of different characteristics drgcarded not under the
same circumstances. For example, UDP and TCP packets, ketgadiffer-
ent size range, may be stored in different queues and hafezetif priority of
transmission. Algorithms like these challenges any kirfde@asurements. Our
methodology is more sensitive to the fairness on packetsfferent size range.
We perform the experiment on testbed consists of “fair” eositonly. On the
other hand, we assume the fairness on packet drop prolyaidititifferent packet

sizes in the network components apart from the routers.

By injecting probe packets of different size at differerterave try to alter the av-
erage packet size of all traffic flowing through the concemueder. Assume that
the baseline traffic remains constant, the weighted avgragket size becomes
a linear function of the probe size and rate. If the undegytnaffic is, in fact,

change while we inject probe of different size and rate, wenoé base on the
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abovementioned linear relationship to measure the effeaverage packet size
on queuing delay. To validate this assumption, experimenist be carried out
in a real end-to-end path. Although we have not performech&sriet experi-

ment, since our methodology injects low intensity trafficdlte end-to-end path

being measured, no effect on the actual baseline trafficaected.

The third assumption is justinherited from the original &¢%air [L1]methodology.
The arithmetics below are based on the assumptions medtionke validity of

these assumptions will be tested in the testbed experiment.

C. Framework on size estimation of router’s buffer in unit of

packet

Here we focus on the second model that manage router’s bofterit of packet.
Similar to the previous model but in unit of packet insteatlyik, the relationship
between queue siz@) queuing delayw) and outgoing packet rateatey,) of

the router can be written as:

Nn=w x rategyt (1)

In terms of packet, for a given outgoing packet natee,,;, the time €) required

to drain a full buffer can be simply expressed as:

(__n
~ rategyt

(2)
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For a given queue size of the bottleneck routgrand the average packet size of
queued packetssd,g), we can calculate the total size, in unit of byte, of queued
packets in a full buffer byr x Samethodologyonvg  Then, given the outgoing band-

width (r), t can be written, in unit of byte, as:

N X Svg
r

t 3)

Therefore, combine?j and @) to eliminatet, we have:

N NXSayg
ratepyt  r

Re-arrange the equation, we got:

r
rateout = — 4
€out Savg (4)
Substitute 4) into (1), we have:
r
N=Wx — (5)

Savg

Or, re-arrange the equation in termsngf

W= ——

(6)
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This equation summarize the relationship between queeggizqueuing delay
(w), outgoing bandwidthr) and average traffic packet sizg (). We note that
Savg is introduced to reflect the change of unit of queue size frgte b number
of packet. The bandwidth and queue size of router is nornfialg. From the
equation, we can see that the change of average packet fireswit in a change

of queuing delayw).

Our next step is to exploit the effect of change of averag&gitagize on the
queuing delay. According to our assumptions, the changeahfeprate @) and
probe sizegp) do not affect the traffic packet rate and packet sizes(), and
the loss rate for traffic and probe are the same. Thereforeawealculate the

weighted average packet size as the following:

B P L RS
=9 T o tap a+ap P
Oy XS+ 0Ap X S
Savg = —— (7)

at+ap

By Substituting 7) into (5), we have:

nzwxrx(atJrap) ®)

atxa‘i_apXSp

As we know, the queue siza)(and bandwidthr) are fixed. Re-arrange the

equation to express queuing delay in terms of other vasakle got:
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N Oy XS+0pxs
w o= D AT OpX S
r a; + ap

nxa nx ap X
W o— —pxsp+—tsl (9)
rx (ap+at) rx (ap+at)

The equation§) is in slope-intercept form. For queue sizg,(bandwidth ),
average baseline traffic packet sizg énd traffic rate ¢;) remains constant, and
we fix probe rate ¢p) to a specific value, there is a linear relationship between
the queuing delayw) and the probe sizesf). In addition, the slope of the line
depends on the probe ratey) we choose, although the rate of change of the
slope, i.e. that o%, is not directly proportional to the rate of changeogf.

By adjusting the probe raterf), we can change the slope of the line of results.

One more interesting phenomenon is noted from the equalidine probe packet

size equals to the average baseline traffic packet sizegj.e.s, from equation

(9),

(at+0p) x &
at+ap

X

(10)

=|3> =13
X
i

Therefore, the queuing delayw) does not vary with probe ratexg) when the
probe size §p) equals to the baseline traffic packet sizg.( As we have pre-

viously revealed that the queuing delay is a linear funcbobmprobe size gp),
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and the slope of the line of result dependsagyy we will expect a unique com-
mon intersection point of lines of results obtained fronfedént probe rateq(p).

Therefore, queuing delay measured in different probe g dre equal if and
only if the probe sizeg,) equals to the average baseline traffic packet sge (

This observation will be validated with testbed experimarthe coming section.
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7 Methodology

Base on the relationship as modeled in the above sectionfep®ge a method-

ology for active measurement summarised as follows:

1. Inject probes of different packet sizes at two probe rates

2. The average packet sizes for all packets that flow throhghbbttleneck

router is then changed slightly for each case;

3. The queuing delay observed for each case varies due taiiffaverage

packet size;

4. By exploiting the relationship between probe packet aimqueuing delay
formulated in the above section, we can estimate the quelglay in unit

of packet.

In passive measurement, the packet size of traffic flowinguidin the bottleneck
router cannot be estimated, and the loss-pair analysiopegpin [L1] does not
rely on the average packet size to estimate the bottlenadien's queue size.
However, the average packet size is one of the key value im&stg the queue
size in the unit of packet. No passive measurement is exgppégtebserve this

value.

Our philosophy is to actively change the average packetlsizeontrolling the
packet size of probes being injected into the end-to-end, @atd then observe

the change of the resulted queuing delay. The packet imjestteuld resulted in
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change of queuing delay that is measurable, while the impathe undergoing
traffic is minimal. Based on the relationship shown in equa(®), we should be
able to estimate the baseline traffic average packet sizéhandhe queue size of

the bottleneck router.

Our methodology will be illustrated with testbed resultshie coming section.
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8 Validation with Testbed Results

A. Other Considerations on Probe Packet Round Trip Delay

Before we can validate the formulae in the previous secti@must first consider
all factors that contribute to the round trip delay from prqiackets. As men-
tioned in previous sections, despite the inherit propagadelay in an end-to-end
path, there are many factors contributing to the R@J) 6f a packet flowing along
the path. Let the packet size of probedyethe propagation delay along a path
bed, bandwidth at thé-th link ber;, then the packet service time?} for a packet

being forwarded onto thieth link at a router can be expressed as:

S
=P
ri

The queuing delay at the bottleneck router just before theowalink, w, thus
the time to discharge the cross-traffic packets queued m &bthe probe in the
bottleneck router’s buffer, is directly proportional toeme length at the bottleneck
router when the packet entered the router. We can use eqy@tio estimate the
queuing delay, with queue lengtf ) instead of queue size since the queue may

not be full. Therefore,

W = 3 X Savg
r

Without concerning the queue size of other routers, theddijm delay of a packet

travelling along an end-to-end path can be written as:
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n
dp = d+Zdis+V\/+rand
_ nj)Sp 0 XSavg
dp = d—l—zl{r—i}-l—f—i-rand

dy = d—l—spng{r—li}-l—q%sm—i—rand (11)
whererand denotes the random components out of the scope of this farrsuth

as the queuing delay at other router.

Therefore, with base propagation delay, (bandwidths of all links along the path
(ri), and average baseline traffic packet seggf remains constant, the round trip
delay for a probing packet is a function of probe sigg) (vith third and fourth
components randomly change from time to time. The randotoifachowever,
can be eliminated by statistics. To eliminate both randommanents is simple:
if the experiment are conducted long enough, we can applyditter to the data

collected to obtain a minimum round trip delay, which shdugdclosed to:

min(dp) :d+sp><i{r—l} (12)

For a loss-pair, the buffer of the bottleneck router is neaull when the probe

arrive at the router, thus’ = w. Substituter’ = winto (11),

(1
dp(losspam =d+spx Zi { - } +w+rand (13)
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Measuring queuing delay of loss-pa)(is key to the estimation of queue sizg (
in linear regression of straight lines represented by eguni#®). Therefore, we
have to remove the random component denotedaby while retaining the key
figurew. Unlike the minimum round trip delay for normal packetsiri(dp)), we

cannot apply a min-filter to remove the random factors fospair.

The major reason that prevent us from eliminating the randamponent by min-
filter can be traced to the situation illustrated in Figute (Packet loss occurred
when the bottleneck router is under heavy cross-traffic. likebood that packet
pairs are interferred by cross-traffic packet is high. The-filier will probably

return a distorted value which is lower than the actual figared the resulting
measured buffer size is significantly under-estimated. il8ino [11], the sta-

tistical mode value of round trip delay returned from losgrfis the best option

currently available. We will further discuss the validitylater section.

Assume the modal value of loss-pair round trip deldyfsspain) €liminates the

last random component, we have

1
mOdeonsspam) =d+ Sp X Z {r—l} +Ww (14)

Therefore, to estimate the queuing delay, we can subttafrom (14):

mOdep(Iosspairj) - min(dp> =W (15)
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B. Packet Size and Queuing Delay

We set the bandwidth through the bottleneck routgtd 256Kbit/s, queue size
(n) to 10, and no baseline traffic through the nodes. Probesakiepaizes from
200 byte to 1400 byte, without considering ethernet and TRCRéader, are sent
from the Probe Sender machine to the Web Server at the otdethesugh the
bottleneck router. The probe rate is high enough to fill thiéelowand generate

packet loss at the bottleneck router.

[11] assumes that the minimum round trip delay along the pathé&es estimated
in some way, such as observing the RTT and min-filtering paitin the mode of
RTT of normal packets traversing the bottleneck link is usgdlustration. queu-
ing delay is estimated by the difference of the RTT of pacla@tihat incurred loss

and the minimum RTT along the path.

Unlike [11], the relationship between probe packet size and minimumddrip
delay is important to our experiment. First we have to edentlhe minimum
round trip delayfin(d,)) and modal loss-pair round trip delay¢dedy osspain))
where probe packet size equals to the average baseline paffket size, then by
following equation 15), we calculate the difference of the two value to estimate
the queuing delayw) experienced by baseline traffic. Based on the queuing delay

obtained we can determine the queue sief the bottleneck router.

To limit the quantity of results to be obtained and the dorabf experiment, we
send probe packet of sizes range from 200 to 1400 bytes, aifier@ce of 100
bytes is maintained between adjacent values of packet sizeear regression

is performed to look for an intersection point foreseen inagpn @0), which
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occurred when probe packet sizg)(equals to baseline traffic packet sizg.(

Figure 11 shows the expected minimum RTT according to equati@ &nd the

actual data obtained from our testbed experiment. We igth@rectual propa-
gation delay in the 100-based Ethernet testbed and effquaaket service time
in the 100-based Ethernet switches in calculating the égda@lues, as they are
negligible. The result is generally consistent to the predi value, with some

minor difference.

To determine a modal RTT of loss-pair for each probe sizes itd@cessary to
specify a bin width. We have set bin width to 0.25ms, as it gi@aeasonable
granularity while the probability of providing a unique nedn RTT is high for

the experiment data. All our results thereafter use the samwidth.

The statistical mode of RTT of probes returned, in which #ydle second packet
in the back-to-back packet pair is lost, is chosen as thmagir of RTT of packet
that incurred the full queuing delay at the bottleneck rouféhe case where ther
first packet is lost is not chosen because the RTT of the sguacickt in a packet
pair includes a effect of packet dispersion that is used &pacity estimation in
[4]. This deviates from the methodology ihl] where both cases are considered
valid. In our testbed setting with the bottleneck set to 3ibfor a probe packet
of 700 bytes in size, from equation a time dispersiorgé%oz 1.867msis
expected. Assume that the packet size of baseline traffigletp 700 bytes too,
by equation 10), for a queue size of 50 packets, expected queuing delaysigua
?G(STgOUOX 700x 8 =93ms A percentage error of 2% is resulted. We will try to
avoid the error by excluding the results from loss packetliictv the first packet

is lost.
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Figure 11: Minimum RTT for different traffic packet size
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Figure 12: Modal loss-pair RTT for different traffic packetes

Figure12 shows the loss-pair RTT obtained from experiment and theetive
expected value from equatioh4). The observation is strictly consistent to our

prediction.

From equation X5), queuing delay is estimated by the difference of minimum
RTT of probes not incurring loss or re-ordering and the md&&r of loss-pair
probes. Figurd.3shows the result calculated from the experiment data ishagai
consistent to the predicted value. We conclude that a liretationship between

the queuing delay and the packet size exists.
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Figure 13: Queuing delay for different traffic packet size
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C. Probe Packet Size and Baseline Traffic Packet Size

Next, we configure the bandwidth through the router 3 backMb/3, and gen-
erate hop-persistent baseline traffic across the routagastraffic generator and
a sink next to the router. The stream of traffic fixed at a raté1d0 packet/s
and each packet is 342 byte in size including IP and Ethereddr. Same as in
previous experiment, probes of size varies from 200 to 14@€ &re sent through
the testbed at a rate of 10 probes per second. The experigtien repeated at

a probe rate of 30 probes per second.

As stated in equatiof, and reinforced by previous experiment results, there is
a linear relationship between loss-pair RTT and probe gesike for any given
probe rate. The slope of the line of results increases witteasing probe rate
(ap). Moreover, as predicted by equatitf, an intersection point exists for the
lines of results as, = . Itis becausev for different probe rated)) are equal if

and only ifsp = 5., and so arenod€dyjosspain) for differentay,.

The modal round trip delay of loss-pair of different probelet size in the two
sets of experiment are shown in Figuré The two sets of experiment data, as
we foresee, follow two linear trends with different slopasd only intercept at

one point where, = 5 ~ 354 bytes (including ethernet and TCP/IP header).
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D. Diverseness of Baseline Traffic Packet Size

To study the effect of diverseness of baseline traffic pasket, we configure the
cross-traffic of UDP packets with packet size uniformly diited from 500 to

1000 bytes, and at a fixed rate of 480 packet/s. We have sehdgodsize varies
from 200 to 1400 bytes, at the rate of 15 and 30 packet/s.

Figure16 shows the lines of modal loss-pair RTT of probe rate 10 andr80gis
respectively under baseline traffic of uniformly distriedtpacket size from 500
to 1000 bytes. The two lines intersectsat 717 bytes, which is near the trae
of 784 bytes.

Figure 17 and 18 are the comparison of loss-pair RTT frequency distribigion
under baseline traffic of fixed and uniformly distributed ketcsize. Under the
fixed-size baseline traffic, the mode is highly distinguldbaand the other data
are densely packed near the mode. On the other hand, undlgasize baseline
traffic, the frequency distribution forms a bell shape, viite mode sits near the
middle of the peak. Clearly, the distribution of baseliradftc packet size do not

prevent us from obtaining a clear mode for our analysis.

We then study the effect of strong multi-modalities basetmaffic packet size).
Research shows that for real Internet traffic, packet sizeatifc are centered in a

few number of values, namely 40, 576, and 1500 byit&t [Figure15shows the
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cumulative percentage of the simulated cross-traffic tbasghrough the bottle-
neck router, and Figur#9 shows the loss-pair RTT frequency distribution. The

frequency distribution again exhibits a clear bell shapé sharp cental tendency.
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60



E. Estimation of Queue Size

After estimation of average traffic packet sizg, the next step is to calculate
the queue size. In equation §), assume that the bandwidth can be found by
methodology such agi] and [6], the only unknown is the queuing delaw)(

which can be computed in equatidty.

For experiment of constant rate baseline traffic in Section(&), we cannot
obtain a representative minimum RTT from the probes. It calse the traffic is
too high, such that in most of the time the queue length resrstia high level and
seldom reach zero. It only happens to constant bit ratedafiil heavy traffic. In
real-life, there always enough room for probing pair to rethe bottleneck router

when the queue is empty.

We send packet pairs through the testbed while no crodstrafconfigured to
obtain the minimum RTT for our calculation. It represents iest value we can

obtain in experiment. The results is shown in FigR@e

The steps to estimate the queue sipag summarised as follow:

1. Estimate the baseline traffic packet sig¢;

2. Perform linear regression to obtain the loss-pair RTTSfo¥ s;

3. Perform linear regression to obtain the minimum RTTgpr s;

4. Calculatew as loss-pair RTT minus minimum RTT inferred in step 2 and 3;
5. Calculaten from equation (1).
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Figure 20: Minimum RTT for different probe packet size

We use the results shown in Figukéfor illustration. The loss-pair RTT accord-
ing to the regression line at the intersection point (35&8yis 0.151932s. The
respective minimum RTT from regression line in Fig@is 0.107254 s. queu-
ing delay,w, which is the difference of the two, equals to 0.044678 s. @size,

n, is then calculated as:

wx BW  0.107254x 3000000
n= s 350 8 =46.66

This estimated value is quite close to the true value of 50e drnor is 6.67%.

We configure the queue size at the bottleneck router from 80 fmackets. Base-

line traffic are generated across the bottleneck routeh mniformly distributed
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n | Measureds| Measuredv | Estimatech
30| 803.42 | 0.061295| 28.61
40| 855.49 | 0.082657| 36.23
50| 717.12 0.103304 54.02
60| 794.19 0.124853 58.95

Table 2: Summary of queue size estimation

packet size g)from 500 to 1000 bytes and fixed traffic rat ) of 480 packet/s.
Queue size of the bottleneck route) (s set to 30, 40, 50, and 60 respectively

for each set of experiment. The result of queue size estimaisummarised in

Table2.

Result shows that the error of estimation ranges from 2% to/@3ich is generally

acceptable.
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9 Further Study on More Complex Distribution of

Baseline Traffic

To further study the effect of a complex mix of baseline tcaffn our methodol-
ogy, we configure the packet size and inter-departure tinteeobaseline traffic

as follows:

1. Multi-modal packet size (40, 576, and 1500 bytes) and finex-departure

time.

2. Multi-modal packet size (40, 576, and 1500 bytes) andcbumify distributed

inter-departure time.

3. Both packet size and inter-departure time follow Pargtidution.

The first configuration serves as an control experiment tydtwe effect of distri-
bution of packet size. The later two configurations are &ffely causing some
burst of traffic in different packet size, which we anticip#ihat has most impact

on the results obtained.

Figure23 shows a typical frequency distribution of loss-pair RTTethed. The
bell-shaped graph is deformed, with a significant peak degdrom the middle.
The cumulative frequency distribution for different prabize is shown in Figure
24. We noted that there exists a distorted portion at around®dar a number of
probe rates. The modal loss-pair RTT for high probe ratelsesefore affected.
In Figure21, 22 and25, we see that due to such distortion, the linear regression

on the modal loss-pair RTT fails to locate the average basélaffic packet size.
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Figure 21: Loss-pair RTT under baseline traffic of multi-rabsize and fixed rate
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Figure 22: Loss-pair RTT under baseline traffic of multi-rabglze and uniformly
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Figure 25: Loss-pair RTT under baseline traffic of size anerideparture time in
Pareto distribution

For all of the above, the packet sizes of a significant portibbaseline traffic
packets are much smaller than the probe packets. The imgatiismmainly due
to the probability that small-size cross-traffic packetsgenserted in between
packet pair increases with decreasing relative baselaiéctpacket size. This

effect is studied in4].

There are two possible measures to lower such effect. Oweasver the probe
packet size. Another one is to apply the linear regressiah@mean or median
of loss-pair RTT. The former method simply lower the relatprobe size to
traffic packet size to lower the probability that crossftcapacket interfere with
the packet pair. The later assumes that the ingenuous modéddbe located at

the middle of the bell shape graph. Mean and median is leslyld&fected by
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Figure 26: Linear regression on mean loss-pair RTT

outliers data. Due to the constraint of tool, we cannot attopfirst method. We
demonstrate the second one in FigR6and27 for mean and median of loss-pair

RTT respectively.

The estimation of bottleneck router queue size is sumntiizdable3. The
measured queue size is much closer to the true value of 6Gfionation using

mean and median.
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Figure 27: Linear regression on median loss-pair RTT

Method Measured § Measured wEstimated n
Mode 889.45 0.038873 16.39
Mean 264.96 0.058136 82.28

Median| 251.95 0.050593 75.3

Table 3: Comparison of queue size estimation by regressianade, mean and
median

71



10 Limitation and Future Works

As mentioned in the previous section, when there existsrfgignt portion of

small-size packets in baseline cross-traffic, the lineegfession of modal RTT
obtained from testbed experiment are distorted. To pro&idgonger basis for
actual Internet measurement, there are still room for &rrgtudy on the interac-

tion of probe packet size and cross-traffic packet size.
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11 Conclusion

Loss-pair passive measurement has been shown to be ablasumdhe queue
size in the bottleneck router along a path, but the apptioas limited to router
for which the queue is managed in the unit of byit&][ We show that the passive
measurement is not applicable to router that have queuéhletigcated in unit
of packet. This renders the methodology useless in Intenegisurement, since
the approach cannot apply to at least one of the popularrnaiftecation method

deployed in routers.

To address the issue, we have proposed an active measuraratradology,
which is based on a model that relates queuing delay, avpadet size, band-
width and queue size in unit of packet. By sending probe gaaKalifferent size
at different rate, we can change the average packet sizaghrhe bottleneck
router. We can then apply our model to estimate the averagjeepaize of the

baseline traffic, and eventually the queue size of the bt router.

Our methodology use linear regression to estimate the gegracket size and de-
lay. In this way, random error can be effectively filtered.oliestbed experiment
results show that our estimation on the queue size of théebettk router in the

unit of packet is fairly accurate.

However, we found that our methodology is seriously affédig intensive and
relatively small-size cross-traffic packets. To cope whik problem, we can send
probes with small size, and perform linear regression ormthan or median of

loss-pair RTT. Under heavy network utilization, we showtttiee later method
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has significantly improve the accuracy of measurement. fteedction of probe

packet size and cross-traffic packet size will be studietthéur
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