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Abstract

The convergence of computer and physical world calls fort generationWide Area NetworKWAN) infras-
tructures for hard real-time and embedded applicationsh ®@tworks need virtual topologies to achieve scalability
configurability, and flexibility. Virtual topologies are rda of virtual links, for which, the state-of-the-art buitdj tool
is Guaranteed Rate server based aggregé@R-aggregates). However, common-practice weight assgmn scheme
couples GR-aggregaknd-to-EndE2E) delay bound with aggregate’s data throughput inversportionally. This is
undesirable for many hard real-time embedded sensingtietuapplications, whose traffic has small data throughput
but requires short E2E delay. We propdearanteed Delay server based aggregdte®-aggregates), which allow
assigning weights according fwiorities instead of data throughput. This decouples E2E delay gteedrom data
throughput, hence meets the needs of hard real-time embeajaications. In addition, GD-aggregates can be
analyzed with simple closed form formulae, and can be eatdyned with optimization tools.

. INTRODUCTION

The trend of next generation networks is to converge compuaad the physical world. This demands next
generatioriWide Area NetworKWAN) for hard real-time and embedded applications (sifrgdi asReal-Time and
Embedded WANor RTE-WAN in the following). Efforts like the Real-Time dnEmbedded GENI [1] and the
Cyber-Physical Systems [2][3][4][5] are calling for desigroposals of such RTE-WANSs, which must provide
scalability, configurability, flexibility, and hard reahte.

To achieve scalability, configurability, and flexibilithe RTE-WAN needs virtual topologies: reconfigurable
virtual links shall overlay on top of physical links, and hide physicak$irfrom higher level networking activities,
such as routing, QoS provisioning, and applications; aialrtink may span one or several sequentially connected
physical links, occupy part or all of the physical links’ lshvidth, and may be reconfigured.

In addition to scalability, configurability, and flexibiit an RTE-WAN virtual link must also guarantee hard
real-time E2E delay. Considering all these goals, Sectibudiscusses different technological alternatives on how
to build RTE-WAN virtual links, and show&uaranteed Rate server based aggregdteR-aggregates) proposed
by Sun and Shin [6][7] is the best technology to start with.

Specifically, a virtual link is embodied by the GR-aggregatassing through it. A GR-aggregate (see Section II-A)
is basically an aggregation of flows that start from the vwltlink’s sender-end node, traverse the virtual link’s
intermediate nodes, and arrive at the virtual link's reeeignd node. A GR-aggregate aggregates flows of similar
characteristics, and provides hard real-time E2E delayajiee. Fig. 1 illustrates the relationship between GR-
aggregates and their corresponding virtual link, whererauai link over two physical links AC andC B) consists
of three GR-aggregate#:1, F2, and F'3.
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Fig. 1. A virtual link is embodied by the aggregates passhrgugh it

Originally, the GR-aggregate design is for Internet trafif 7]. Though this design fits the Internet context well,
when applied to RTE-WAN, GR-aggregates face a new chaltemgjag common-practice configuration method,
a GR-aggregate’s E2E delay bound is inverse-proportipradupled with the aggregate’s data throughput. This
makes aggregates with small data throughput to have largedefay bounds, and vice versa. Such tight coupling
is undesirable to many RTE-WAN traffics, especially the segiactuating traffic, which usually has small data
throughput, but demands short E2E delay guarantee (se®iS&eB).

To solve this problem, we proposguaranteed Delay server based aggregai@®®-aggregates). GD-aggregate
design decouples (or partially decouples) E2E delay gueeafrom data throughput. It also supports priorities,
which facilitates real-time system design. GD-aggregates be analyzed with simple closed form formulae, and
can be easily planned with optimization tools.



We evaluate the performance of GD-aggregates in the coatextderground mining, a representative RTE-WAN
application with typical RTE-WAN traffic. The results showat GD-aggregates support RTE-WAN traffic better
than GR-aggregates. However, due to page limits, the padioce evaluation is moved to Appendix J of [8].

The rest of the paper is organized as follows: Section Il diess the state-of-the-art GR-aggregate design and
its coupling problem when using common-practice configarammethods; Section Il presents our GD-aggregate
solution; Section IV discusses related work; Section V taehes the paper.

II. GR-AGGREGATE AND THE COUPLING PROBLEM

In the following, Section II-A describes the GR-aggregadsidn [6][7] and its E2E delay bounds; and Section II-B
explains GR-aggregate’s coupling problem between E2Eydstaind and data throughput.

Unless explicitly noted, we assume output queueing [9], piott symbols consistent with [6][7] whenever
possible.

A. GR-aggregate
The GR-aggregate is based on the concepboéranteed Rat¢GR) server proposed by Goyal et al. [10]:

Fig. 2. A Queueing Server

Definition 1 (Guaranteed Rate Servers shown in Fig. 2, suppose thth (j =1,2,...) packetpf of flow f
arrives at queu€)s at t|meAs(pf) and leaves servef at tlmeLS(pf) Suppose the length qmj[ is 63 We define
Guaranteed Rate Cloc{GRC) of packetpf at serverS as

GRC(p)) ! max{As(p)), GROW] )} + 1L,

Ty
Vi=12,...,

where constant, is called theGuaranteed Rateand GRC(pf) %1 0. If server S can provide a guaranteed rate
r, for flow f, such that for each packpgc (j=1,2,...) of f, there is

Ls(p}) < GRC(p}) + o, (1)

where « is a constant independent pﬁ then S is a Guaranteed Rat¢GR) server. In addition, we calk the
scheduling constarif GR serversS for f. |
Many existing scheduling servers, such as Vieighted Fair QueueingWFQ) server [11] and th&Vorst-Case
Fair Weighted Fair QueueingWF>Q) server [12], are GR servers [10)ithout loss of generality, we assume alll
scheduling servers are WFQ servefs WFQ serverS has a scheduling constant of = ¢ /C, where (™"
is the maximum size of packets enterisg and C is the output capacity of. If a flow f is assigned a WFQ
scheduling weight oty , its guaranteed rate, = ¢, C
Based on the above notions, the GR-aggregate design rudlassf [6][7]: A GR-aggregate starts by creating
an aggregate of flows at a GR server (callmv-end servel), and letting the aggregate traverse several GR servers
(called *high-end servef3 as shown in Fig. 3. In the figure, floy joins other flows at low-end servéit”) at Node

1. The output ofS(Ll) is an aggregate, denoted BsHigh-end servesg) forwards F' to Node 2, ancB %3 forwards

F to Node 3, so on and so forth, unfil reaches Nodéd<{. As the receiver-end of aggregaté the routlng circuit

of Node K forwards individual packets of aggregafieaccording to their original flow headers. Therefore packets
of flow f are forwarded to their corresponding output port, wherealjoin another set of flows at low-end server
S( ) to create another GR- aggregdté We denoteA(S)L( ) and Lg)L( ) as the time when pack@treaches@

(-

and leaves serveﬁ() at Node: respectively; and denomg}{( ) and L(S}{( ) as the time packet reachesQSH
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Fig. 3. A GR server based aggregate. Labels in the figure iexgi@ symbols denoting arrival and departure (leaving)etiofi packets.
Routing circuits in Nodel ~ (K — 1) are omitted in the figure.

and leaves serveﬁg) at Nodei respectively. TheEnd-to-End(E2E) delay guarantee of packets traveling through
GR-aggregates is restated in Theorem 1 (originally fronfi7[§]

Theorem 1 (GR-aggregate E2E Delayjuppose a flowf joins an GR-aggregatg at Sg) as shown in Fig. 3,
then the E2E delay), for any packet’, (j = 1,2,...) of f satisfies

a Y AG ) - 4G w)
= LGy ) - 4G w)) @
gmaw
< [GRCGL()) = AL ())] + (K = 2

K-
Z ® 3)

where/;** and/'/** are the maximum packet Iength for aggregatand flow f respectively;Rr is the guaranteed

rate for aggregaté” at S(l) Sg(_l), rf is the guaranteed rate for floy at S(l) and S( ), ; the output capacity

of S( )is Rp; the output capacity oSH (i=12..,(K-1)is CD; all) is the scheduling constant of GR
serverS(L ), anda( i) is the schedullng constant of GR ser\&%) Particularly, if f is constrained by a token bucket
(0,,p,) before arriving atQSL at Nodel, wherep, <r,, then

max K-1
d;gr—:+(K—2)§—F +a§1>+;ag>. @)
Proof: See [6][7], particularly Appendix Il of [7]. |
With minor modification to the proof of the above theorem, va@ improve the delay bound if packets entering
S(Ll) are Conflict-Free which is defined in the following:
Theorem 2 (E2E Delay for Conflict-Free Packet Arrival)t Fig. 3, if packets enterin@L follow Conflict-Free
pattern, ie for any two packeﬁﬁ and p, arriving atS(l) consecutively, the arrival timel( )(pl) and AY )(pg)

SL
satisfy ASL (p2) > Afgli (p1) +

)

c<1>' where/; is the length ofpq, cf’ is the output capacity oﬂé ), then

max

< (K—1)-L— 43 ol (5)
;= RF Zz;

Proof: See Appendix A of [8]. |

Conflict-Free packet arrival pattern is common to RTE-WAMSRBg/actuating end nodes. For example, if an
end node pollsV local sensors in round robin, then the sensor reading padeet arrive at this node one after
another without temporal overlap. Such packet arrivalgratis Conflict-Free.



B. The Coupling Problem under Data Throughput Proportio&ight Assignment (DTPWA)

With the above E2E delay bounds, GR-aggregates effectivedgt the needs of Internet, the GR-aggregates’
original application context [6][7]. However, when applgi GR-aggregates to RTE-WAN, a new challenge emerges:

The GR-aggregate E2E delay bound is inverse-proportipiallipled with the aggregaté and flow f’s guaran-
teed rateskr andr; (see Inequality (3} (5)). Though the original GR-aggregate design [6][7] doetspecify
how to setRr andr;, as a common-practice, people assign WFQ scheduling veeightand ¢, proportional to
data throughput to avoid queue overflow. For simplicity, veéer to such common-practice &ata Throughput
Proportional Weight Assignmei(iDTPWA).

Since guaranteed rat®r = ¢,.C andr, = ¢.C, whereC is the server output capacity, DTPWA makes
guaranteed rate proportional to aggregate/flow data thmpug Therefore, a GR-aggregate’s E2E delay bound
becomes inverse-proportionally coupled with the aggedflatv data throughput. As a consequence, if aggregate
F and flow f are of small data throughput, then guaranteed rétgsandr, are small, and E2E delay boumkji

becomes large; i" and f are of large data throughput, théty- andr, are large, andii; becomes small.

This is undesirable for RTE-WAN traffic, which typically ihaes

1) hard real-time sensing/actuating traffic, which usuallystsmall data throughput but demands short E2E delay
bounds

2) hard real-time video streams, which have large data tivput and demand short E2E delay bounds;

3) soft real-time traffic, such as FTP, which may have large dlaroughput, but only demands bounded E2E
delays (does not have to be short).

Because of the inverse-proportional coupling of E2E delayrid and data throughput under DTPWA, hard
real-time sensing/actuating traffic gets very large E2Eyldounds. This problem motivates us to decouple E2E
delay bounds from data throughput.

[Il. GD-AGGREGATE

We proposeGuaranteed Delay server based aggregai@®-aggregates), to allow non-DTPWA weight assign-
ments, particularlypriority based weight assignment, so as to decouple E2E delay bowmdsiata throughput.

In the following, Section IlI-A introduces basic buildingmponents for GD-aggregates; Section 11I-B describes
the GD-aggregate design and gives its E2E delay boundsjoBeitl-C elaborates on how to assign weights
according GD-aggregates’ priorities, so as to decouple &gy bounds from data throughput, and shows how to
analyze GD-aggregates with simple closed form formulad, tarplan GD-aggregates with optimization tools.

A. Guaranteed Delay Server

To guarantee a bounded E2E delay, it is enough to guaran@ekatdransmission time bound at each intermediate
node. If this time bound is decoupled from data throughg#,E2E delay is decoupled from data throughput. This
observation motivates our proposal Gliaranteed DelayGD) server as a basic building component: _

Definition 2 (Guaranteed Delay ServerBame as shown in Fig. 2, suppose jtie (j = 1,2,...) packetpi[ of

flow f arrives at queu@s at As(p}), and leaves serves at Ls(p}). Suppose the length of; is Ei;. We define
Guaranteed Delay ClockGDC) of packetpgc at serverS as

CDC(p}) < max{As(p}), GDC(p) )} + A6,

Vi=1,2,...,

where thenonnegative monotonically nondecreasiogction A(¢) is called theGuaranteed Delay Functigrand
GDC(ESZ) I 0. If server S can provide a nonnegative monotonically nondecreasingagieed delay function

A(¢) for flow f, such that for each packpic (j =1,2,...) of f, there is
Ls(p}) < GDC(p}) + o, (6)

where « is a constant independent p} then S is a Guaranteed DelayGD) server. In addition, we calk the
scheduling constarf GD serverS for f. |



We prove that anyfoken Bucket Constrained WHPBC-WFQ) server is a GD server, and give its guaranteed
delay function. The analysis uses the concepgedy starting and the liquid flow model base@eneralized
Processor SharingGPS) server [13].

A serverS is calledToken Bucket Constraing@BC) if each of its input flows is constrained by a token bucke
as shown in Fig. 4. A flowf is calledgreedy startingrom time r, if V¢ > 7, the number of bits pass througts
token bucketl'B; during [7,t] equalso(7) + (t — 7)p, whereo(7) is the number of tokens i’ B; at 7, andp is
TBy’s token filling rate, which is alsg¢’s data throughput.

Fig. 4. A Token-Bucket-Constrained GPS (TBC-GPS) or ToBeicket-Constrained WFQ (TBC-WFQ) Server (depends on vanethis
GPS or WFQ)

Theorem 3 (Critical Instance for Transmission Tim&uppose under TBC-GPS a chuplof ¢ continuous bits
of flow f starts transmission (i.e. reaches the head of the queue)aand the transmission completesrat A,
ThenA < A(¢), whereA(¢) is the transmission time cost;if is the first/ bits of flow f to send at time), with
all flows of the system greedy starting from tifieNote, without loss of generality, this paper always asstime
whole system is initiated at tim@, and all token buckets are full when initiated.

Proof: The proof is based on Lemma 10 of [13]. See Appendix B of [8]detalils. |

According to the above theorem, functitzft(ﬁ) gives the transmission time bound for a packelf ofith length
¢. Hence, we callA(¢) the Packet Transmission Time Bound Functidx(¢) has the following property:

Property 1: A(¢) is nonnegative monotonically nondecreasing. Partioglai) < £; < £y, 0 < A(4;) < A(4y),
andv0 < ¢ < ¢mex A(f) < A(mer), where/™* is the maximum packet size possible. ]

Theorem 3 not only specifies how to calculate the packetitnégsson time bound functioﬂl(z), but also implies
this packet transmission time bound can be decoupled frowisfldata throughput. The key to the decoupling is
to assign proper scheduling weights. This is shown in thieviohg example:

_iF LR [1Fs :
________________________________________ !._._ ] A
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: 4 | ‘
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- | ‘Ir ,l - | 9] 6 7| 8] | ilr > _ ‘;10.,;9_'. 4 A (0) =6
Ay () =2 "7 A,(0) =25 A () =10 A0 =1 A,(0)=20/9

(a) Using common-practicBata Throughput Proportional (b) Using unconventional weight assignment (in fact, PAWA
Weight Assignmen{DTPWA), packet transmission time described in Section IlI-C), packet transmission time lsbun
bound is coupled (inverse proportional) with data througtstill exists due to Theorem 3, and is decoupled from data
put p. throughputp.

Fig. 5. Theorem 3's implications on decoupling packet traission time bound from flow data throughput. Thick vertisalid line
segments indicate the time when the first packets are tréesmi

Example 1:Consider a TBC-GPS servét with three input flowsF; ~ F3 as shown in Fig. 4. Supposgs
output capacity id, and each flow’s data throughput (equivalent to the tokekdtsctoken filling rate) isp; = 0.1,
p2 = 0.4, andps = 0.5 respectively. For simplicity, suppose all flows’ packetesiare/ = 1, and all flows’ token
bucket capacity equals



According to DTPWA,F ~ F3 are assigned weight; = 0.1, ¢o = 0.4, and¢s = 0.5 respectively, resulting
in guaranteed rate®; = p; = 0.1, Ry = py = 0.4, and R3 = p3 = 0.5. With such guaranteed rates, a packet
of F| ~ F; has a transmission time cost 6 (¢) = 10, Ay(¢) = 2.5, and A3(¢) = 2 respectively, as shown in
Fig. 5(a). The per packet transmission time is inverse-prignal to flow's data throughput.

In contrast, suppose we assign weight= 0.999, ¢ = 0.000999, and¢s = 0.000001. Then the greedy starting
scenario is shown in Fig. 5(b), with;(¢) = 1, Ay(¢) = 20/9, and A3(¢) = 6, which are decoupled from data
throughput. According to Theorem 3\;(¢) ~ A3(¢) bounds the packet transmission time for fldwy ~ Fj
respectively. Therefore, the packet transmission timeersodpled from data throughput. |

Based on Theorem 3, we prove TBC-WFQ servers are GD servers:

Theorem 4 (TBC-WFQ Servers Are GD Serveli$)S is a TBC-GPS or TBC-WFQ server, define

GDC(p}) < max{As(p)}), GDC(RI )} + A6, ™
whereGDC(p‘}) =0 andA(¢) is the packet transmission time bound function derived fiiimeorem 3. Then
L§PS(ph) < GDC(p)), ®)
and L) < 1§75 +
< GDO) + e (©)

where LGP (p) and LE/FQ(p) are the time when packet leavesS when S is a GPS and WFQ respectively.
That is, a TBC-WFQ serve$ is a GD server; its guaranteed delay function is its pacletsimission time bound
function A(ﬁ); and its scheduling constant= 5"(} where/™?* js the maximum size of packets enterifgand
C'is S’s output capacity.

Proof: See Appendix C of [8]. |

B. The GD-aggregate Design and E2E Delay Bound

Routing Circuit

m m _ 40 (1) m _ 40 (2 _ 402 (K-1)} (&-1) (E-1) _ 4(E) (K)
Ay Ly =4 Ay Ly =4 Ly =4y Ay A Ly " =4p % A
O Scheduler S/ Token Bucket _] Queue j Release Guard

Fig. 6. A Release-Guarded Token-Bucket-Constrained WHBL(WFQ) based aggregate. Labels in the figure explain théeisidenoting
arrival and departure (leaving) time of packets. Routinguits in Nodel ~ (K — 1) are omitted in the figure.

Using TBC-WFQ servers, we buil@D server based aggregatédenoted a&sD-aggregatesas shown in Fig. 6.
In Fig. 6, a GD-aggregate is created by aggregating sevexast flvith one GR(not necessarily GD) server at the
sender-end node, forwarded bgveral GDservers along intermediate nodes, and de-aggregatedeataeend node
by forwarding each packet according to its original flow heradiVe call the GR server that creates a GD-aggregate
the “low-end servet, while the GD servers that forward the GD-aggregate thi@gh-end servers

Specifically, a flowf joins other flows aGR serverSS) at Nodel to outputGD-aggregateF'. Sg) guarantees
[ arate ofrg, which is no less tharf’s data throughput. Particularly, if complies with token buckefo,, p,)

(denoted asf ~ (o, p,)) before arriving atQ\), thenr; > p,. We call Ry = S eprs andp, = S er Py



the capacity and the data throughput of GD-aggregateespectively(naturally R > p, sincery > p.). Note
we useRp as GD-aggregate capacity to maintain symbolic consistavitty [6][7]. We set the output capacity
Cg) of Sg) to Rr. We also exploit the fact thﬁ’g) is implemented in software to play a trick call@@me-Of-
Scheduling-Equals-Time-Of-Leavi(§OSETOL) [7]: oncesg) schedules a packet p is immediately output to
(Tl}{ meanwhile S( ) waits anothetﬁ/Cg) = {/Rr seconds before scheduling next packet, wheisethe length
of p.
Once a packep IeavesSé), it is regarded as a packet of GD-aggregateand is queued at)TH to enter

TBC-WFQ serverS( ). The corresponding token bucké‘tB( ) has a bucket capacity @f?** and a token filling
rate of Rp, where/* = maxfeF{E’}"b“x}, and (3 is the maximum packet size of floy. For simplicity, we
denoteTBS) = (3", Rp).

Later, TBC- WFQ serveS}}) will forward p via the physical output link to Node 2. At Node 2js first queued
at release guardQ [14][15]. A release guard is a special kind of token buckea:t nly allows backlogged
packets consuming tokens when the bucket is full, one paatkattime. ForQRG, its bucket capacity and token
filling rate are also@m‘” and Ry respectively. For simplicity, we denot@RG = ({3, RF),.. Oncep leaves
release guar(dQRG, it is queued at token buckétB(z) = (B, Rr) to enter TBC-WFQ serveﬁ( ). Later, 5(2)
will forward p to Node 3, which also ha@RG = (P, Rp)per T Bg’) = (F**, Rp), and so on and so forth,
until p reaches Nodd<. At Node K, GD-aggregatd” is de-aggregated, i.ep, is routed according to its original
flow header to its corresponding output interface, wheredyragain join another set of flows at GR senﬁéﬁ()
to create another aggregaké.

The above GD-aggregate architecture in Fig. 6 can be fustlmepllfled due to the following lemma:

Lemma 1 (Al Bys Can Be Ignored)The queueing delay a’pTH (i=1,2,...,(K —1)) are allo.

Proof: See proof of Lemma 3 in Appendix D of [8]. |

This means aIQ andTB(Z (t=1,2,...,(K — 1)) in Fig. 6 can be removed.

Based on Lemma 1, we derlve the followmg theorem for GD-aggte E2E delay bound:

Theorem 5 (E2E Delaywith Prerequisites):Suppose, as shown in Fig. 6, flofvjoins GD-aggregate” from
GR serverS(Ll) at Nodel, traverses release guarded GD seryer ~ S(K_l), and finally reaches Nod& to be
de-aggregated. Suppose the guaranteed delay functiogdoegate/” at Slé) is A(i) ) @E=12,...,(K—-1));and
for any valid packet lengtli € [¢2", ¢max], Ag) (0) < é , Where Ry is F's capacity. Then foryth (G=1,2,..))
packet of f, pjc, the E2E delayji;/ (we usedi;/ instead ofd] to make symbols consistent with [6][7]) satisfies:

i/ def K-1), j 1), 4
& 2 LT wh) - AG ) (10)

< [GRCG(W}) — AG ()] + 3 AR (epen)

K-1
D) al), (11)
=1
whereA(Slg(p) is when packep arrives atQ(Sljz, L(SII({_I)(p) is when packep IeavesSﬁIK_l), oV is the scheduling
constant of GR serveS(Ll) for flow f, andagj) is the scheduling constant of GD ser\éél(ﬁ) for GD-aggregate’
(i=1,2,...,(K —1)). In addition, if packets arrive aﬁg) in Conflict-Free pattern (defined in Theorem 2), then

, K-1 ) K-1 '
& < 37 AP epey 3 o), (12)
=1 =1

Proof: See Appendix D in [8]. |

Corollary 1: If flow f conforms to token buckét“B( ) = = (o,,p,) as shown in Fig. 6, anSL guarantees rate
ry > p,, then Inequality (11) becomes:
N E-1
& <=L+ 3" AR @) 4o + 3 o, (13)

,
) i—1



Proof: Similar to the derivation of Inequality (43) of [10], we ha@?&C(Sg(pf) A(Slg(pf) [

Corollary 2: If, as shown in Fig. 6, flowf joins another GD-aggregaf€’ at NodeK at GR servezSéK), token
bucketTBg) = TBéK) = (o,,p,), and all other conditions are the same as those of Corollathieh E2E delay

def i 1 i
& A(SL’< 5 = AGL ) (14)
K-1
< 2y Z Aoy £ 437 Q). (15)
A i—1
Proof: See Appendix E of [8]. |

We have two observations on the E2E delay bounds in the albeweems and corollaries:

1) GD-aggregate E2E delay bound is decoupled (or parti@hodpled) from data throughput: Due to Theorem 3,
and as shown in Example 1, by assigning proper schedulinghueﬁ;i) (7)) in Inequality (11)~ (15) can be
decoupled from data throughppt. Therefore GD-aggregate E2E delay bound is decoupled frata tthroughput.
Note if the GD-aggregate transports RTE-WAN hard real-tseasing/actuating traffic, packets can easily arrive in
Conflict-Free pattern, therefore E2E delay bound is catedlavith Inequality (12), which is completely decoupled
from data throughput. If the GD-aggregate transports RTANWard real-time video traffic or soft real-time traffic,
the E2E delay bound is partially decoupled from data thrcpxughBut the |mprovement is still S|gn|f|cant with all
(K -2)%
real-time V|deo traffic or soft real-time trafﬁc anyway.

2) GD-aggregate is a generalization of GR-aggregate (witbuaded error): In Fig. 6, if we stick to DTPWA, that
is, assigning WFQ weight proportional to input flow/aggregadata throughputp( andp,.), then Agﬁ) (per) =
A;f) (per) < 0p**/Rp, and Inequality (11) implies Inequality (3), with only a niaral possible error of’?** / Rp.

However, there are still three unsettled problems in ordeude Inequality (11) (15):

1) How to assign proper scheduling weight so that the guaeshdelay functiom;f) (¢) is decoupled from data
throughput? _

2) Given the proper scheduling weight, how to calculate thargnteed delay functioﬁéﬁ) 0)?

3) A GD-aggregate must satisfy preconditioh € [¢(7, (mae], A%)(K) <//Rp (i =1~ (K —1)) to use
Inequality (11)~ (15). How to remove this precondition?

The next sub-section addresses these problems.

C. Priority Approximating Weight Assignment (PAWA) Scheme

To address the three problems proposed in the end of lassexttisn, we propose thriority Approximating
Weight Assignmer(PAWA) scheme, with following features:

1) Introduces priorities into GD-aggregates. A GD-aggtedd’s E)I’IOI’IW decidesF’s scheduling weight, and
hence decides the guaranteed delay functigh(¢). Particularly, A is decoupled from data throughput, and
a higher priority corresponds to shorter(;)(égax).

2) Guaranteed delay functiaﬁ%) (¢) can be calculated with a closed-form linear formula.

3) The precondition of Inequality (11 (15) can be removed (at the cost of a larger E2E delay bound).

In addition, PAWA scheme allows planning with classic opziation tools, and enables simple admission tests.

The details are as follows:

The Scheme

Under PAWA scheme, a high-eh@BC-WFQ serverS supports a set of prioritiest, 2, ..., II, where smaller
number means higher priority. Each priority (r < II) corresponds to three parameters: packet transmissian tim
bound A%, total aggregates’ capaciti, and total maximum packet siz&. During configuration time, system

1As mentioned in Section I1I-B, we call the GR server that teeaa GD-aggregate thdotv-end servet while the GD servers that
forward the GD-aggregate théigh-end servers



administrator can set these three parameters to any redbersnas long as they satisfy the following constraints:

0 0<AT<AS <. <AL (16)
R;zR;mm > 0, ﬂ:1~(n—1), (17)
> >0, r=1~ (-1); (18)
ST pe < oo Ry ™ 0 - 0 R (19)

cr o, or® o, (20)
;e ~r_ =c-Y R,

m=2~1l (21)

0 = AXCF; (22)

= ALCE— A5 Cr m =2~ (IT - 1); (23)

whereC is the output capacity of; RZ™" and ™" are minimum limits forR% and ¢ set by administrator.

Each GD-aggregate entering must pick one priority. DenoteF, as the set of GD-aggregates enterifig
with priority 7. To simplify our analysis, the system will add a dummy GD+aggte F;, to each.F,, where
F, is constralned by a token bucket (Jﬂ"m““f Rp ). For anyr < II, F,’s token bucket capamtv;’”“f“ =0 —
>_rer, per, LptT for m =11, 0797 is set "to an arbitrary constant that can be used as packethle'ﬁlge token
filling rate R, = R — D rer. Fzp, .. To insure the feasibility of settlng’"““f and R, , we require

>orer. ppp, LpOT < O (Vo <ID); (24)
andZFe]-‘,,,F;aél?ir R, <Ry (Vmn=1~1I). (25)

A new aggregatd’ is not admitted taF if its admission will violate Formulae (24) or (25).
The weight assignment rules run as follows:
EachF; is assigned a total weight af,, such that

Y /Pry1 = ¥ >> 1, T=1~1-1 (26)
and Y oy =1,
where ¥ is a sufficiently large constant. For each GD-aggredate 7, (including F}), its weight¢,. is

max * .
5 = {%EF /e*,r, whenr < IT; 27)
Y-Rp /Ry, whenm =1L
Based on above rules, PAWA provides many desirable pra@seffirst, it results in closed-form linear guaranteed
delay functions:
Theorem 6 (PAWA Guaranteed Delay Functiolf): TBC-WFQ server S complies with PAWA scheme, then
VI € F, and W’}”" < < g, the PAWA GD servelS providesF a guaranteed delay function

AR =270

C* Cry
St (A - A S,
= Whemr<H (28)

Af_, C* +R , whenrm =II;

WhereA%S) (¢) is the packet transmission time bound function mentionetheorem 3. Particularly, Equation (28)
implies whenr <11, VF € F;,

AP (epen) = AP (epen) = A, (29)
which is why we callA* the “packet transmission time bound” paraméter

2pccording to Theorem 3, every packet’s transmission timdenrGPS is no more thaﬁ%s)(é?”).



Proof: See Appendix F of [8]. 4 |

Second, PAWA guarantees E2E delay without ﬂn%) (0) < RL; prerequisite in Theorem 5. This is described in
the following by Theorem 7 and 8:

Theorem 7 (PAWA TBC -WFQ Server is also GRjithout loss of generality, suppose in Nod¢e.g.i = 1) of

Fig. 6, QTH, QSH, andS() make up a PAWA TBC-WFQ server. Then for eaEhe F,; (7 =1 ~ 1), S
is also a GR server with guaranteed réte and scheduling constant
()maz
ALCE/Cr oy + 58— i< T,
%“Z{ " /* G | (30)
Af Chy /O + =—, i =11,
Whereﬁz(;{}mx is the maximum packet length of all aggregates/flows ergeﬂ’éﬁ That is, if defrneGRC(S}{( 7) def

max{AY, (ph), GRCYL (i )} + €. /R,., then L) (p) < GRCY), () + '@, where L), (p) is the time when

p leaves WFQ serves'!. Note GRC), (p%) %/ 0,
Proof: See Appendrx G of [8]. |
Theorem 8 (E2E Delaywithout Prerequisites):Suppose flowf joins GD-aggregaté’ at S(l) and traverse§§{),
Sg), .. S(K 2 andS(K) as shown in Fig. 6. Suppose each TBC-WFQ seﬂéﬁr(z =1,2,. —1) enforces

PAWA scheme. According to Theorem 3( ) is also a GR server foF’ with a GR scheduling constatufH(i) (see
Formula (30)). Then for packet;, the E2E dela;dj/ satisfies:

il def K—
&' =LV - AL )

. ymaz
< [GRCG, () ~ AGLW)] + (K — 1)
K-1
) + a (@) (31)
=1
where Agg( ) is when packeip arrives atQSL, (sz_l)(p) is when packetp IeavesS( b, ; all) is the GR

scheduling constant at servSE anda; '(") is the GR scheduling constant at ser\%} In addrtron if packets
arrive atS( )in Conflict-Free pattern (defrned in Theorem 2), then

Emaa: K-1

+ ) o (32)

i=1
Proof: See Appendix H of [8]. |

Corollary 3: If flow f conforms to token buckeTBf) = (o,,p,) as shown in Fig. 6, and; > p,, then
Inequality (31) becomes:

&< (K-

. o Emax
ﬂ§ﬁ+m BE

) + Z al (33)

Proof: Similar to the derivation of Inequality (43) in Goyal et al(], we haveGRC(Slz(pj) f + A (p 7).
[ |
Corollary 4: If, as shown in Fig. 6, flowf joins another GD-aggregaf€¢’ at NodeK at GR serverS‘é ), token

bucketTBg) = TB(LK) = (o,,p,), 7y > p,;, and all other conditions are the same as those of Corollathe
E2E delay

&, < A ) — AG) )

!
o gmax K-1
< L —1)2E (1) "(4)
s + (K —-1) R +a;) + ; a, (34)
Proof: See Appendix | of [8]. |

PAWA Parameter Planning



During configuration time, a PAWA TBC-WFQ server administracan plan thg A%x}, {Rr}, and{¢:} param-
eters with classic optimization tools. Just to give an examp

GivenC, {A*}, desired total aggregates’ capacfti* }, desired total max packet sifé* }, weight (importance)
w, of getting kX close toR%, and weightw,. of getting¢* close tof*, derive optimal settings of R*} and {¢*}.

The problem corresponds to the following convex optim@aatproblem:

min S (wn (R — B2)? + (0 — £5)?) |

with convex linear constraint set (16) (23).
GD-aggregate Admission Test

To add a GD-aggregate' with priority = at PAWA TBC-WFQ servelS, F' only needs to pass the following
three tests:

Test 1:
R N <y, i <L (35)
JEFw,[#Fx
Test 2
Rp+ Y R, <Ry (36)
FEFn,f#Fx

Test 3 (Theorem 5 Prerequisite): ¥/ € [¢n, ¢ax], A%S) (0) <!l/R, (Af) (¢) is derived from Equation (28)),
then use Theorem 5, Corollary 1, or Corollary 2 to calculaBEElelay. Otherwise, use Theorem 8, Corollary 3,
or Corollary 4 to calculate E2E delay.

Usually, we should assign RTE-WAN hard real-time sensicigéaing GD-aggregates with the highest priority.
Because such GD-aggregates’ maximum packet lengthes alk sath priority assignment will empirically always
satisfy the Theorem 5 prerequisite. RTE-WAN hard real-tiriteo GD-aggregates shall take lower priorities, which
may or may not satisfy the Theorem 5 prerequisite. But the B8Ry bounds will still be satisfactory, because
RTE-WAN hard real-time video traffic has large data throughpgRTE-WAN soft real-time GD-aggregates shall
take lowest priorities, and will still get bounded E2E delA¥l of these are illustrated by the underground mining
case study described in Appendix J of [8].

IV. RELATED WORK

There are other candidate technologies for WAN virtual topies (virtual links): Overlay network [16] also
discusses virtual links. However, they are not hard remétivirtual links. DiffServ [17][6][7][18] is similar to
aggregates: flows with similar QoS requirements are traadhias one group. However, DiffServ uses FIFO
scheduling, which is hard to guarantee hard real-time E2&ydehen traffic is bursty. As pointed out by Wang et
al. [18], even when token bucket rat is as low asl.28, the maximal schedulable link utilization drops below
5%. Real-time virtual machines [19][p20][21][22][23][24]ﬂ can be a good candidate to support hard real-time
virtual links. However, to our best knowledge, mutual esidm, which is essential for packet scheduling, is still
an open problem for hierarchical real-time virtual mackinefficient system architecture and simple closed-form
schedulability formulae are yet to be developed, espgdiatihierarchies with more than two levels. In comparison,
the GR-aggregate [6][7] scheme better meets the needs oA applications: it guarantees hard real-time E2E
delay, assumes packetized (mutually exclusive) traffic ghalpports hierarchical aggregation of arbitrary number
of levels, provides closed-form analytical formulae, arh @asily achieva00% link utilization. Therefore, it is
good to start RTE-WAN virtual link design on top of GR-aggnégs.

Our GD-aggregate design decouples E2E delay bound frontld@taghput. There are other efforts on decoupling
E2E delay bound from data throughput. Particularly, Gedigi@t al. [26] also discover that the combination of
per node traffic shapers (token buckets) and fair queueirighteecan decouple E2E delay bound from flow data
throughput. The idea is similar to ours, but Geogiadis eassume fluid model, and do not talk about aggregation.
It requires nontrivial additional work to adapt their thgdo packetized aggregates, and to derive simple closed-
form planning and admission test formulae. Goyal et al. [@@heralize the GR server notion to cases where
guaranteed rates may differ between packets of the same Hlowever, they do not talk about aggregation, and
they assume the per packet guaranteed rates are eitheragpuéori, or referring to the smallest instantaneous rates



during the packets’ transmission. In comparison, our E2Bydeound analysis is decoupled from any fixed packet
transmission rate, and therefore enhances feasibilityibfley, and accuracy.

As for underground mining, Mangharam et al. also discuss [B]. Their work focuses on multi-hop wireless
sensor networks for voice traffic. Our work focuses on wirel\WAN for critical hard real-time remote control
traffic and large data throughput (such as video) traffic.

V. CONCLUSION

The convergence of computer and physical world calls fort generation WAN infrastructures for hard real-
time and embedded applications. Such networks need vipalogies to achieve scalability, configurability, and
flexibility. Virtual topologies are made of virtual linkspf which, the state-of-the-art building tool@&uaranteed Rate
server based aggregatéSR-aggregates) [6][7]. However, common-practice weagdignment scheme couples GR-
aggregaté&nd-to-End(E2E) delay bound with aggregate’s data throughput invergportionally. This is undesirable
for many hard real-time embedded sensing/actuating agifgits, whose traffic has small data throughput but
requires short E2E delay. We propoGeiaranteed Delay server based aggregd@®-aggregates) design, which
allows assigning weight according poiority instead of data throughput. This decouples E2E delay gtegdrom
data throughput, hence meets the needs of hard real-timedset applications. In addition, GD-aggregates can
be analyzed with simple closed form formulae, and can bdyepkinned with optimization tools. Performance
evaluation in the context of underground mining, a reprege® RTE-WAN application with typical RTE-WAN
traffic (see Appendix J of [8]), shows GD-aggregates betteresthe needs of hard real-time embedded applications.
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APPENDIXA
PROOF OFTHEOREM 2

If packets arrive alS,(-Jl) in Conflict-Free pattern, then in Appendix Il of [7], the tiformula becomes

_ A
1 1
GROGH () = AGn ) + -
AW iy 4 b |
51 (Py) + o (Due to TOSETOL trick)
Wy,
< Agr(pp) + Ry
The rest follows the same proof in Appendix Il of [7]. n
APPENDIX B

PROOF OFTHEOREM 3
We first restate Lemma 10 of Parekh et al. [13]:

Lemma 2 (Lemma 10 of [13])Suppose the GPS server output capacity is bounded, thenyareval functior?
A ~ (o, p), if interval [r, ] is within* a flow busy period of flowf, thenW;(0,t — 1) < Wy (r,t), whereW(r,t)
is the bits of f transmitted duringr,¢] underA, andW;(0,t — 7) is the bits of f transmitted during0,¢ — 7]
when every flow is greedy starting from tinte Note the whole system is initiated at tinbe

According to Lemma ZWf(O,A) < Wy(r, 7 + A) = (. Therefore, ifp is the first¢ bits of flow f to send at
time 0, and all flows of the systems are greedy starting at timthe transmission time needeX{¢) must be no
less thanA. That isA(¢) > A. [

APPENDIXC
PROOF OFTHEOREM 4

First prove Inequality (8) by induction. R
Step 1: Whenj = 1, p; is scheduled byS at As(p}). Due to Theorem 3LG"%(p}) < As(p}) + A(f}) <
max{As(p;), GDC(p})} + A(£}) = GDC(py).
Step 2: Suppse wheh= m, there is
L§"S(pf) < GDC(p}). (37)
Step 3: Then wheri = m + 1, we have:
Case 1: IfA(pf+!) > LEPS(pp), then

g ()

< As(@P)+ AW  (Due to Theorem B
< max{As(p}*"), GDC(p)} + AT
= GDC(p™).
Case 2: Ing(p}“H) < Lgps(p?) then
Lgps(p?ﬂ)
< L")+ A(f*t)  (Due to Theorem B
< GDC(pF)+A(p™")  (Due to Inequality (37)
< max{As(p]*"),GDC(pF)} + A(F+)

GDC(p+)

3See [13] for the definition of “arrival function”.
“In the orignal text of [13] refers to the beginning of a flow busy period (see [13] for tleéirdtion of “flow busy period”) of f. But
the proof actually sustains as long fast] is within one of f’s flow busy periods.



Combining Case 1 and 2, Inequality (8) holds fo= m + 1.
Based on Step & 3, Inequality (8) sustains.

Inequality (9) hence also sustains, due to WFQ property. [13] |
APPENDIXD
PROOF OFTHEOREM5
Lemma 3 (Extended Version of Lemma Tje queueing delay a@&f)H (t=1,23,...,K —1) are all0. In
addition,

AGu ") = APy )

W iy b _ g0 gy, G
> Arp(pr) + R—F = Agy(py) + R—F’
j=12... (38)

whereA(Si}{(p) is the time when packei arrives at high-end serveﬁ‘g) at Nodei (more specifically, arrives at

Q(g}]); and Agf}{ is the time wherp arrives at token-buckéI’Bg) at Node: (more specifically, arrives a(t)gp%).
Proof: Fori = 1, it is due to the fact thaS(Ll)’s output capacity iRy and also due to the TOSETOL trick.
Fori=2,3,..., K —1, it is due to the definition of release guard and due to theeptemnt onf,?G |

Lemma 4 (One Hop Release-Guard Delay Bourféjr a GD-aggregate as shown in Fig. 674" < ¢ < (e,
Ap(f) < 4=, thenvi=1,2,... K — 1, andVj =1,2,...,

{LS}I@%) < AG ) + Ap(f) + o). o)
GDCYy (ph) = Aby () + Ap(C).
And
LS () < ASL (o) + Ap(£per) + o),
i=1,2,..., K — 2, (40)

where Ar(¢) and ag) are GD servetsg)’s guaranteed delay function for aggregdteand GD server scheduling
constant respectively.
Proof: Due to GD server definition,

L&y (v))
< &DpCY (ph) + b (41)

In the following, we prove Formulae (39) by induction.

Step 1: Whenj = 1, GDCY), (p%) “ 0, therefore

GDCYy, (pk)
max{A§}; (pk), GDCYY (0%} + Ap(th)

=AY, (pk) + Ap(th),

and (41)

= L 0k) < AL (pk) + Ap(Ch) + ol

Step 2: Suppose wheh=m (m > 1),
{LS}{@?) < AL, (o) + Ar(eR) + 0,
GDCy () = AGy (D) + Ap(Lp).

def



Step 3: Whenj = m + 1, we have

GDCY), ()
= AD oB) + Arep)
D om on
Ag}{<pp>+—F

<
< R

RF
< AY (pj'g“). (Due to (38)
. GDC(Z) ( m+1)
.. SH
def

= maX{ASH( m+1) GDC(;}](I??)} +AF(£7I?+1)
= AGET) + A,

. Lg}{(pm+1)
< apC@ (prh +a® (5% is GD servey
= AD P + AR + o),

From Step 1~ 3, Formulae (39) sustain.
Specifically, we haveé/i =1,2,... K —2 andVj =1,2,...,

39 = G} = L8, w))
< AQ (k) + Ap(epe) + 0.
(Due to Property 1 (42)

In the following, we prove by induction thati = 1,2,..., K —2, andVj = 1,2,..., Inequality (40) sustains.
Step 1: Whenj = 1, we haveL(”l)( L) = Aggl)(p};) = Lg}{(p}p) < A(sf}q(p}?) + Ap(eper) + o),
Step 2: Suppose wheh=m (m > 1),

LUED (o) < A9, (o) + Ap(0E*) + o). 43)

Step 3: Wheny = m+1, Inequality (43) says thaRG+Y) releasep’y no Iaterthamgz(pF)JrAF(ﬁﬁm)Jrag),

therefore at any time > Ag

)
H

(P + =+ Ap(Cp)+a), RGE+D should not block)z . Meanwhile, according

to Inequality (42),p"" arrives atRG(”l) by Ag}{( P+ Ap(eper) + o). According to Inequality (38),
Ag}{( m+1)—|—A (gmax)—l—a(l) >Ag}{(pp)+ RF AR (gmax)—l—a(l) ThereforeL(Z-‘rl)( %H-l) <AE§V}{( m+1)+

Ap(gma:c)

+al.

From Step 1~ 3, Inequality (40) sustains. |

Proof of Theorem 5Due to Lemma 3 and the fact thﬂg) is a GR server, we have

AQ () < GRCS) () + o). (44)

According to Lemma 3 and Lemma 4,

N
N
L

L) + AR (o) 4 oD, (45)

A
>
=
©
5

j) +A%K—2)( ?ax) +()4E{K_2). (46)



Adding Inequality (44) to (46) together, we get
AL < GREY ) + ol

K-2 ] K-2 ‘
+ 3 AR ey 137 a0, (47)
i=1 i=1

Meanwhile, sinceS}{K_l) is a GD server, we have
K-1), j
Ly ()
K-1), j -
GpCY V(@) + ol
= ASTV ) + AT @) + oY
(Due to (39)
Agf;—l)(p‘}) _’_A%K—l)(e?am) +04(K_1).

IN

IN

H

(Due to Property 1 (48)
Therefore

(47)(48)

K-1
GRCG) () + o + > AR (6p)
i=1

IN

./ def K— . .
= & = LG ) - AG )
< [GRCS) () — A W})] + ol
K-1 ) K-1
+ 3" APy + 3 ol
i=1 1=1

In addition, if packets arrive affg) in Conflict-Free pattern, then (44) becomeg}i(pi;) = Agg(pi;) due to the
TOSETOL trick. With same approach we can prove Formula (12).
|

APPENDIXE
PROOF OFCOROLLARY 2

TB, TB,

AW AP A@ A9

Fig. 7. Neighboring Token Buckets Connected by a Pipe



Lemma 5:Suppose at time, there arex tokens in a token buckef'B = (o, p). Suppose no token is ever

consumed (by traffic). Denotecept(z, t) as the tokens accepted BY3 during intervalto, to+t] (tokens overflown
arenot accepted). Thel0 < z1 < 29 < o, andVt > 0,

x1 + accept(z1,t) < x9 + accept(za,t), (49)
accept(x1,t) > accept(xa,t). (50)
Proof: Trivial according to the definition of token bucket. |

Lemma 6 (Neighboring Token Buckets Dela8lippose flowf passes through two token buck&i®; = (o, p)
andT' B, = (o, p) connected by a pip€, as shown in Fig. 7P forwards f’s packets in a first-in-first-out order, and
with a forwarding delay ofi; = A§2> —AEP) (d; > 0) for theith (i = 1,2,...) packetp;, whereAf.Q) andAEP) are
the time wherp; arrives atQ)» and P respectivelyd;s may vary for different packets. Denaie ™/ max{d;}; also

denoteAEl) and AE?’) as the time when packet arrives at); and Destination; and deno&ép) wr Al _ AP,

i+1 i
Then
i—1
AP < AP Y6 D (51)
k=1
— AP DY AP,

In addition, if afterp;, no more packets ever arrive @, and denote the remaining tokensTitB, at timet under
such case as(t), then

oh(A7+) = o1 (A7), (52)
whereo (t) is the remaining number of tokens in token buck&s, at timet; and ‘t+”, “t—" represent ¢ + ¢”,
“t — e” respectively, where is a sufficiently small positive real number.

Proof: Prove by induction.

Step 1: When = 1, it is trivial to see that Formulae (51) and (52) both sustain

Step 2: Suppose when=m (m > 1), there are

m—1
AP < AP 43 6P+

k=1
< AP, (53)
and oh(AD+) > (AP 4), (54)

whered’,(t) refers to the number of tokens ifiB; att if no more packets ever arrive 8, after p,,,.
Step 3: When = m + 1, we have

o1(AG) =) = o1 (A +) + accept (o1 (ALD+), 5. (55)

m

If no more packets ever arrive 1, after themth packetp,,, because of Inequality (54), (49), and the fact that
T B, andT B, are both token bucket di, p), we have

ag(flgg)—k) + accept (ag(flg)—i-), 5,(5))

> 01(AP) 1) 4 accept <01(A£7f)+),5,(,f)) )
(Due to (54) and (49)) (56)
Therefore
o Agﬁi—l)
= h(AD)4) + accept (@(Aﬁi%),é,@{”) (57)

> oy (AP) ) 4 accept (01(147(5)4—),5(13))

m

A" ). (Due to (55) (58)



Hence, if no more packets arrive @k after themth packet, therdt € [A(?’) A£2+1] (note Inequality (53)

implies Al + < Al +1) such thatvr > ¢ andr € [A(3)+ Aff;lrl] h(r) > al(AfnJ)rl ). Suppose for all such,
T = min{t}.

Note if the (m+1)th packetp,,,1 doesarrive atQs, p,,,+1 Will not be blocked (byl’Bs at ()2) during [T ASZA].
Because as long @B, has no less thanl(Aff) —) tokens,p,,+1 shall pass, which is what happened/&; at

+1
AP)

m+1" R

On the other hand, sinc® is the maximum delay possiblquirl < A,(fll +D = Aﬁi)ﬂ. Therefore,p,,+1

must be able to leav# B, at a time instance no later thacfnerl (sincep,,+1 will not be blocked at®, during
T, A%, ]). Thatis, A®), | < A%, | Inequality (51) holds foti = m + 1.

Next, we prove Inequality (52) also holds foe= m + 1.

Denoted’(t) as the number of tokens ifiB; if no more packets arrive ap- after p,,,1. Denotel,,, as the
length of packep,,+1.

Case 1A7(n)+1 < AY.
Under such case, we have
HAT ) = HAR ), (59)
HAL ) = oA H) ~ b, (60)
oh(AB)) = aé(Ag)Jrl—F) + accept (aé(Afinl—i-),
A - AR, (61)
and o(A®)) = o Agil—l—) + accept <J2(A(3)+1+)
A®) Afj’;Ll) . (62)
Due to Inequality (49) of Lemma 5,
(59), (61), and (62 oh(AP)) > o (A®). (63)
Due to Inequality (50) of Lemma 5,
(59)

= accept <0'§/(Agrl+)a A - Agll)

v

accept (UQ(ASZA‘F) AD - Agl—l)

= Jg(Aganl—l-) + accept (02(14(3)4_1 +),
3

A (3)
Agn) - Am—l—l)

Vv
Q
o~
g
c

ma1T) — fm+1 + accept (aé(Afinl—i-),
AB) Agll) (Due to (60)
= 03(AR)) 2 o5(AR)) — by (64)



Meanwhile,
(50) and (63)
= accept (ag(ﬁ,(g)—k), 655))

accept (aé(fig) +), 5,(5)) . (65)

v

(64) and (65)
= Ug(/igrl"’)
o (AP +) + accept < HA® 4, 5§f)>
oh(AB) 4) — 41 + accept (aQ(A( )4), 5(P))

> 01(A") =)~ t,.1  (Due to (57)~ (58))

— o (A" ). (66)

Case 2 A(?’)Jrl > A(?’ (note A(?’) < Aﬁ,?;), as proven |n Step 2).
In such caseyr € [A AP 4 A® —] (note AP < AD)y, there isal (1) = ob(7). Particularly,

v

m+1
oy (AR +) = o (AF) +). (67)
Meanwhile , ,
o3 (AL, +) = (AL, ) — b (68)
Therefore
oy (A%, 1 +)
= ol(AB®) 4 )+accept< TAB) 1) —AG

)
—{pm41 + accept ( (A(3)+1+) m+1 AS{H)
((51) holds fori = m + 1 implies A<3)+1 < A( )
= (AP 4) + accept (UQ(A(?’) >
—{y41 + accept ( (A(3)+1+) Ainzrl — ASZ)H)
(Due to (67)
= oh(AS,) + accept (5 (A, +), A, — A

_Em—l—l
= aé(ASZrl) + accept (aé(Afgzrl—i-) — At 1,
A = AD,) ~tmr (Due to (68)

v

JQ(A,(ELZA) + accept (O’é(AS?H—F), Agnzrl Agnzrl)
—lmt1 (Due to (50)

= Ué(l‘igd) — b1

> o1(A%) =)~ lmi1  (Due to (57)~ (58))

= 0'1(1455_?_1—!-).

Combining Case 1 and 2, Inequality (52) also holds fet m + 1.
From Step 1~ 3, Lemma 6 sustains. |



Proof of Corollary 2: According to Lemma 6,
5, .
AG ) +
= AS(p})  (Definition of &%)

IA

A(Slg(pjc) + max{df } (Lemma 6)

K-1 K-1
1), 4 g i)/ pmazx 1
ASL ) + 75+ 2 AP (G) +al) + 3 o)
=1 1=1

(Corollary 1)

'g‘;— ZA (£797) + o +Z

IN
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Lemma 7 (Preemptlon Approximationyvithout loss of generality, suppose in Noddge.g.: = 1) of Fig. 6,

%}{ B(Z QSH, and S() make up a PAWA TBC-GPS server (i. SH is a GPS server). IBF € F; has
backlog, therWF’ € F., receives (approximately) O service rate, where: 7’

Proof: Trivial due to (26). |

Lemma 8:v¥r =1~ 11 -1, Cx > Ry, andC}; = Ry.
Proof: Trivial due to (17) and (19 (21). |

Lemma 9:Without loss of generality, suppose in Nodde.g.i = 1) of Fig. 6, QTH, B(i Q;H, and S(i)
make up a PAWA TBC-GPS server (. é*g{) is a GPS server). If all flows greedy start from time O, thén e
{1,2 — 1}, VF € F, completes sending its firgt??® bits att? = A%; attl = A;CCJ for the first time
all rows F € F. deplete their backlogs; and aftgr, VF € F, maintains a service rate (RF without any more
backlog.

Proof: Prove by induction:

Step 1: Whenr =1, beforet(l) = A}, VF € F; gets a service rate of

Vo = (ZS—FCl* (Due to Lemma 7)
1

= E?* Ct  (Due to (27))
1
e
= @Cl (Due to (22))
gr};mw
AT
. F completes sending its firgf2*® bits att) = A7.
Sincet! is the first time when all" € F; deplete their backlogs,

T+ Rit] = Oty

q AT
Cr—Rry G5

After t1, according to GPS definition (see [13] Formula (1)) and Fda@y26), (27),YF € F; shall maintain
a service rate ofRr without any more backlog.

Step 2: Suppose when= m, VF € F,, completes sending its firéf?*® bits att\), = A% ; attl, = A%, C;i]
for the first time allF’ € F,, deplete their backlogs; and aftdy, VI € F,, maintains a service rate @ty without
any more backlog.

= ti= (Due to (22) and (21))




_Pr

Step 3: Whent = m + 1, VF € F,,,1 starts receiving service af, with a service rate ofy, = 5 Chi1-

Therefore it completes sending fir§F** bits at

w gr}gax
10 — ¢! It oy S
m+1 = “m + ¢F C;(rH-l
e Cm+ m+1 m—+1
AXC* + A* C* , — A C*
_ Smbm mt ]l mdl m_™  (Due to (23))
Cm-l—l
= AL (69)

Sincet! m41 I the first time when alF" € 7,1 depletes their backlogs,

O + Bt
= Croq(th.1 —tr,) (DuetoLemma 7)
Or +Chiathy Uiy +ChA,

= L = =
m ;7(1-1-1 Rm+1 Crt%-l—?
A* C — AXC* + A*XC*
— Tmtl — m 1 BmCm (Due to (23))
Cm+2
* m+1
1A
(AR C

After t,1n+1, according to GPS definition (see [13] Formula (1)) and Fdamyu?26), (27),YF € F,,+1 shall
maintain a service rate dkRx without any more backlog.
Based on Step & 3, the lemma sustains. |

Lemma 10:In addltlon to what claimed Lemma 9, under greedy startingemvr = II, VF € Fyp receives 0
service rate untilAf;_, c* , then maintains a service rate &fr.
Proof: Trivial due to Lemma 7, 9, and Formula 27). |

Proof of Theorem 6Whenr = 1,2,...,I1 — 1, VF € F, starts receiving service af. _; = A*_, 51

and finishes its first’2* bits att? = A%. Betweentl_, andt2, F receives a constant service rate. Therefore
Equation (28) naturally holds.
Whenr = II, Equation (28) naturally holds due to Lemma 10. |
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Lemma 11:Without loss of generality, suppose in Noddée.g.: = 1) of Fig. 6, QTH, TB}?, Qg}{ and Sg)
make up a PAWA TBC-GPS/WFQ server (u@(’ is a GPS or WFQ server). Thefd < k < j, there is:

i 143
A(SH +Z

A
(]
=
Q
no
==
5
“‘L

i j i 5]
= max{A§, (7)), GRCS) () )} + 7 (70)

F

where Ag}{( ) is the time when packet arrives atQSH, GRC(’) (k) /' max A(sfgq( 7o) GRC%}{( Y+

¢ /R, GRCY (%) “ 0, and F € 7.
Proof: Prove by induction:



Step 1: Whenj =k + 1,

; G
A (0h) + i
< A(Z ¢ C() k—1 @
< max{Agy (pF), GRCgy, (pf; )}+R
= GRCy(ph)
< max{Agy (P}, GRCGy (]}
W ey B G
Agy (Pp) + R + R
- AD (k) GROO. (e 4
< max{ SH( ), GR sH(pF)}+ R
That is, Inequality (70) holds fof = k + 1.
Step 2: Suppose Inequality (70) holds fpe= m > k, that is,
m ew
DRI
=k F
< GRCY),(pp)
= A9, (o), GRCY), (p 1)y + 71
max{Agy (PF), suPE )+ R (71)

F

Step 3: Whenj = m + 1,
. Moy
1 Ay (oh e
M) = Ak -3

D) e 14
max{ASH@F) GRCU) (pm )} + -

<
>~ RF
< maX{A ( m+1) GRC%}{@?)} (72)
m+1 fx
(72) = )+ Z
A(z m+1 GRC(i) m E
— GRCY. (). (73)

Lemma 12:Without loss of generality, suppose in Nodde.g.i = 1) of Fig. 6, QTH, TBI(L?, Q(S’}{ and Sg,)
make up a PAWA TBC-GPS server (|S}§ is a GPS server). Supposec F,, wherer < II, then forj = 1,2, ..,

C*

LOFPS (b)) < GROY) (p}) + A%, (74)
7r+1
whereL(l)GPS( ) is the time when packetleaves GPS servest”| GRC(S?H (pfp) = maX{AEqi}{ (pfg), GRC(g}I(piTI)}+
E{F/RF, qu( ) is the time when packet reachesQSH, andGRC(g}{(p%) 2

Proof: Prove by induction,
Step 1: Whenj = 1, pl starts transmission aﬂg}{(pF) (though may receive nearly 0 service rate). Due
to Theorem 3 and Lemma 9}(2 GPS(p}T) < A(S}{(pF) A;CC: + 5= 2 Meanwhile, smceGRCg}{( ) =

max{AY), (ph), 0} + m= = AL} (ph) + =, we haveLl); (ph) < GRCg}I(pF) + At




Step 2: Suppose when= m (m > 1), there iSLg}fPS(pZ}) < GRC?}{(p’;l) + Ax =

LA,
Step 3: Whe{r}j =m+1, we have two cases: ' B
Case 1. Ing}{(p?“) > Lg}fps(p?), that is,Qg}{ is empty wherp’Z ™ arrives. Then due to Theorem 3 and

Lemma 9,

1)GPS ;, m
LE" (ot
; £m+1 C*
< AD T + E— AL T
Rp T+l
@ Q) gm—i-l
< max{ Ay (), GROGH ()} +
AL
m+1
— GRCY, (Pt + A% o
w+1

Case 2: IfA(i}{(p’}”l) < L(Si}fps(p?), that is,Q(Si}{ is backlogged whep: ™ arrives. Then suppose the current

backlog atQ(sfH starts from packepl. (1 < k < m + 1). That is,Q(g}I is empty whenp, arrives, andQ(S?H is

continuously backlogged till at Ieaﬁgf}fps(p}"‘“). Due to Theorem 3 and Lemma 9, we have

iI)\GPS, m
Ly ()

() f N4
Ay (0F) + A+ > R—F
m+l1 ——

IA

; . ; . gm—i—l

ma{ AGy (), GRCG, (0F)} + -
C*

+AL T (Due to Lemma 11

*
m+1

IN

) m * 07);
_ GRCg}{(PFH)JrAWC* .
m+1

From Step 1~ 3, Inequality (74) sustains. |

With similar approach, we can also prove:
Lemma 13:In addition to Lemma 12, whe#' € F, for j =1,2,...,

7 j % j * C*—
L™ () < GRCGy () + A= (75)
II

Proof of Theorem 7According to WFQ property,

LS (vh)
weps, 5 L™
< Lgy “(pp)+ C

A

GRCY), (ph) + o',
(Due to Lemma 12, 13
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Lemma 14 (1-Hop GR Server Release-Guard Deléy)Fig. 6, Vi = 1 ~ (K — 1), VO < ¢ < (%", and

Vi=1,2, ...,
{Lg{(p%)

< 4
GRC{y, (v7)

AGu W) + g+ oD, 75
AGy (D) + 7

AndVi =1~ (K — 2),

Z'm,az

7+1 ] ] (4
L4 ) < AG ) + %= + 0.

whereA(}{( ) Lg}{(p) and L%’G( ) are the time when packet arrives atQSH, IeavesS}l,), and leaves release

guardQRG respectivelyjo | ') is the GR scheduling constant defined in Formula (30) of Téwmor.
Proof: Due to Theorem 7,

L&y (pp)

GRCSH@ )+

= max{AY) (p]), Gch%}I( )

+é—1 +ald), (77)
In the following, we prove Formulae (76) by induction.

Step 1: Whenj = 1, GRCg}{(p%) Iy, therefore

IN

GRCY), (pk)
def v el
< max{Ag) (v}), GRCS ) (b))} + -
7 el
= Afsﬂ(p%)JrR—F’
and (77)

= Liu(pk)
< AG R + £+,
Step 2: Suppose when=m (m > 1),

Lg{(pF) <
GRCS), () = AGy () + 7.

H

A9 (pm) + R—F N0
M



Step 3: Whenj = m + 1, we have
GRCG ()
i o
= Agy R + -

< AD (Y. (Due to (38)

GRC(Z) ( m+1)
! A(l m—+1 GRC(Z) m Er}?—i_l
= max{ SH( ); sH(pF)} + R

F

_ A(i) (pm—i-l) + E?—H
SH\F'F RF
Lok (™)
GRCp (P + o)
(Due to Theorem Y

m—+1

1 m é (i
= AGRT) + T .

IN

F

From Step 1~ 3, Formulae (76) sustain.
Specifically, we have'i = 1,2,... K —2 andVj =1,2,...,

(76)
- A(z—i—l ( %
= LYy}

7+

gi(

)

max

+al®, (78)

In the following, we prove by induction thati = 1,2,..., K — 2, andVj = 1,2,..., Inequality (77) sustains.

Step 1: Whery =1, we haveL 'tV (p%) “ 0 ande®, “ 0. ThereforeLiE) (pL) = AVED (pL) = L) (pL) <
Ag}l(pF) + & Rt o,
Step 2: Suppose when=m (m > 1),

max

LGED () < AL, (o) + £

=+ al?), (79)

F

Step 3: Whenj = m + 1, Inequality (79) says thaRG(i+1) release®y no later thanAg}{(p?) + Z?l + o/H(i),

therefore for any timet > Ag}{(p’;l) + 4 @), RGUHY should releaset! if pt! ever arrives.

R
Meanwhile, according to Inequality (78):*! arrives at RGU+V by A() (R +

Z nax

+ /. According
to Inequality (38), A%} (p7t1) + f,%% +a® > AY () + f;—F: + % + o ThereforeL%gl)(p’;*l) <

(3 m éma:
AR + G+ a0,
From Step 1~ 3, Inequality (77) sustains. |

Proof of Theorem 8Due to Lemma 3 and the fact thﬂg) is a GR server, we have

AGh(h) < GRCY) (7)) + o, (80)



According to Lemma 3 and Lemma 14,

2 j 2 j
AGhw)) = Ligwy)
. gmax ,
< Aghw}) + o,

F

K-1 j K-1 j

quH )(p;r) = L&%G )(p;r)
_ . Ema:c ,

< AG W)+

F

Adding Inequality (80) to (82) together, we get

e .
Ang Y (pif)

< GRCY)(p}) + o) + (K —2)

K-2
+ Z o/(i).
i=1

Meanwhile, sinceS}{K_l) is a GR server, we have

K-1 j
Lé‘H )(pic)

GRCY V(1)) + oD
G
K-1 "(K—
= Ay D)+ Y
(Due to Formulae (76)
K-1), j\  {B% K
Agi )+ el

F

mazx
EF

F

IN

IN

Therefore
(83)(84)
K-1), j
= L(SH )(pic)
max K-1

1), (1) U
GRCy, (p}) + o}, +(K—1)R—+Za(>

H
F =1

IN

3 def K— . .
S A I CARNSACA

. . /
[GRCY) (7)) — AG (W)) + aft) + () — 1)-E

R
K-1
+ Z oz;gi).
i=1

IN

F

1)

(81)

(82)

(83)

(84)

In addition, if packets arrive aﬁg) in Conflict-Free pattern, then (80) becomeg‘l){(pi;) = AgL(pi;) due to the

TOSETOL trick. With same approach we can prove Formula (32).
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According to Lemma 6,
AG)W)) +
A p %) (Definition of &)
7)

< Agg( +max{d } (Lemma 6)
< AV )+—+(K 1)f —l—Za i)
(Corollary 3)
. o ngLJB
) < L — 1)L
df—rf+(K 1) +a —i—Za (85)
|
APPENDIX J

PERFORMANCEEVALUATION

To evaluate the performance of GD-aggregates, we carry @aisa study on a typical RTE-WAN application:
underground mining. Section J-A describes the undergraninéhg scenario and explains why it is a representative
RTE-WAN application; Section J-B compares E2E delay guaesibetween GD-aggregate and GR-aggregate in

the context of underground mining RTE-WAN.

A. Application Scenario

Due to safety concerns, underground mining is pushing flerrebotics and remote surveillance, so that people
can operate underground mining robots and monitor the mémaliions from above the ground [29][30]. Such
demand makes underground mining a representative RTE-W#cation, which is explained by Fig. 8.

Active Mining |
Area (Face) | T Coal
Ab—< 300m o A wireless LAN base station (a.k.a.
access point, in the case of IEEE 802.11)

= A wireline physical link, part of the
underground mining RTE-WAN

A virtual link (may consist of
several GR/GD-aggregates)
with its two end nodes

1 [oueq

Z 1oueg

¢ [oueg
WO00E

North

West East

Above-Ground
Remote Control
Room

6000m >
U N — E%ﬁk
4\ —s

\
1]

South

Fig. 8. A typical underground mine and its RTE-WAN

Fig. 8 plots a longwall coal mine. Longwall is a major undergrd mining method (other mining methods, such
as room-and-pillar and stop-and-pillar, bear similar dechand constraints on RTE-WAN) [31]. Usually, longwall
mines extend several to tens of square kilometers. Tunnédlsei longwall mine divide coal bodies into rectangular
blocks called panels, typically afoOm wide, 3000m long, and0.9 ~ 4.5m in height. The mining is carried out
at the width edge of a panel (called “face”). A longwall min@yrhave tens to even hundreds of panels, but the
panels being actively mined is determined by productiordneed can change over time. Fig. 8 only shows three

of all panels, and only Panel 1 is being actively mined.



To allow mobile robots and vehicles, wireless base stat[82}33] (a.k.a. “access points” in IEEE 802.11)
shall be deployed ever§0 ~ 200m along each tunnel. To support multi-hop critical hard Htak and large data
throughput connections, these wireless base stations Imeutitked with wireline RTE-WAN backborie

Fig. 8 reveals several features generic to undergroundnigniRT E-WANS:

First, an underground mining RTE-WAN involves all threeitgd RTE-WAN traffics [31][34][35][36]:

1) hard real-time tele-robotic sensing/actuation trafficth small data throughputs and short E2E delay require-
ments;

2) hard real-time tele-robotic video traffics with large a@ahroughputs and short E2E delay requirements;

3) soft real-time traffics, such as surveillance video and® R¥hich may have large data throughputs, but only
demand bounded E2E delays (not necessarily short).

Second, an underground mining RTE-WAN needs virtual togpld@here are three reasons:

1) The scale of underground mining RTE-WAN is large: a typigaderground mine extends several square
kilometers to tens of square kilometers [31].

2) The physical topology of underground mining RTE-WAN isstrained: wires have to run along the grids of
tunnels; and wireless LANs have to cover every segment ofuheels to enable mobile robots/vehicles.

3) The active mining area may change as the mine evolves atiteggroduction demand shifts.

Therefore, scalability, configurability, and flexibilityeimportant to underground mining RTE-WAN. As pointed
out in Section |, these call for virtual topology, and theldimg tools for virtual topologies (virtual links) are GR-
aggregates and GD-aggregates. In the following, we compar@erformance of the two types of aggregates.

B. E2E Delay Guarantee Comparison

Without loss of generality, we look at virtual linklB in Fig. 8, which is along the routes connecting the
above-ground remote control room with robots in the activeimg area, and also along the routes connecting the
above-ground remote control room with surveillance cameear Panel 1. Without loss of generality, we assume
virtual link AB consists of following GR/GD-aggregates:

1) a tele-robotic sensing/actuating aggreg@tecontaining N flows, each comes with a constant packet size of
400bit, and constrained by token bucket, ( = 400bit, p,, = 4Kbps),

2) a tele-robotic video aggregat®, that also consists oV flows, each with a packet size abKbit, and
constrained by token bucket (, = 180Kbit, p,, = 4.5Mbps);

3) a soft real-time aggregate; that occupies the rest of the bandwidth, and consists ofedlance camera
video and FTP flows, each with a packet size0df ~ 12Kbit, and constrained by token bucket,( = 180Kbit,

p;s = 4.5Mbps).

Note we assume each robot creates two flows: one for sensingting and one for video. Therefore bafh
and F, consist of N flows for N robots. DenoteR?; ~ R3 as the capacity allocated 6 ~ Fj respectively. Then
Ry : Ry = 4Kbps : 4.5Mbps.

As for soft real-time aggregatgs, it mainly consists of surveillance camera video and FTP $lowe assume
the physical link capacity’ is always1Gbps, and assume the capacity demand:pis at leastr00Mbps, that
is, Rs > 700Mbps. This leaves the total capacity demand of tele-robwéffics 77 and F» to be no more than
300Mbps, that isR; + Rz < 300Mbps. This assumption reflects the fact that tele-robotidy take place that a
small portion of the mine area (the active mining area), &/Bilirveillance cameras have to cover the whole mine
of tens of square kilometers.

According to [34][35], tele-robotic traffi¢; and F» require E2E delay no more th& msec, while soft real-time
traffic F5 allows E2E delay up to several seconds.

According to Fig. 8, we assume the number of underlying platdinks (hops)K of virtual link AB is 31.

Fig. 9 compares the E2E delay guarantees by GD and GR-adgse§@r GD-aggregates, we follow the PAWA
scheme withI = 3. Fy, F», andF3 belong to priorityl, 2, and3 respectively. The comparison assumes aggregates’
allocated capacities are fully utilized.

®Such design also reflects our vision on future industriatiigs: for industrial networks, the last hop shall be wirslesachieve mobility,
while the backbone shall be wireline, so as to guaranteahiéty/robustness, support large data throughput, afieceéfely utilize legacy
infrastructure.
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(b) Note because soft real-time aggregateis at least off00Mbps,
we only plot curves forR, < 300Mbps, andRs > 700Mbps. The
GD-aggregate and GR-aggregate’s curves nearly overlapdibr F-
and F3.

Fig. 9. Comparison of GD/GR-aggregate E2E delay guarametypical traffics in underground mining RTE-WAN. Aggregaly ~ F3
are for tele-robotic sensing/actuating, tele-roboticeadstreams, and soft real-time traffics (for surveillanaewi and FTP) respectively, and
are allocated with capacitiR:s ~ R3 respectively. The total physical link capacity = 1Gbps.

Fig. 9(a) shows that GD-aggregate guarantees short E2F @mldele-robotic sensing/actuation aggregéate
though F1'’s data throughput is small. In comparison, during most &f fime, GR-aggregate cannot guaranige
an E2E delay less thasdmsec, the acceptable maximum E2E delay.

Fig. 9(b) shows that for aggregates with large data throutd)such ads and F3, both GD and GR-aggregates
provide satisfactory E2E delay guarantees (the GD/GReagdes’ curves almost overlap).
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