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Abstract

The convergence of computer and physical world calls for next generationWide Area Network(WAN) infras-
tructures for hard real-time and embedded applications. Such networks need virtual topologies to achieve scalability,
configurability, and flexibility. Virtual topologies are made of virtual links, for which, the state-of-the-art building tool
is Guaranteed Rate server based aggregates(GR-aggregates). However, common-practice weight assignment scheme
couples GR-aggregateEnd-to-End(E2E) delay bound with aggregate’s data throughput inverseproportionally. This is
undesirable for many hard real-time embedded sensing/actuating applications, whose traffic has small data throughput
but requires short E2E delay. We proposeGuaranteed Delay server based aggregates(GD-aggregates), which allow
assigning weights according topriorities instead of data throughput. This decouples E2E delay guarantee from data
throughput, hence meets the needs of hard real-time embedded applications. In addition, GD-aggregates can be
analyzed with simple closed form formulae, and can be easilyplanned with optimization tools.

I. INTRODUCTION

The trend of next generation networks is to converge computers and the physical world. This demands next
generationWide Area Network(WAN) for hard real-time and embedded applications (simplified asReal-Time and
Embedded WAN, or RTE-WAN in the following). Efforts like the Real-Time and Embedded GENI [1] and the
Cyber-Physical Systems [2][3][4][5] are calling for design proposals of such RTE-WANs, which must provide
scalability, configurability, flexibility, and hard real-time.

To achieve scalability, configurability, and flexibility, the RTE-WAN needs virtual topologies: reconfigurable
virtual links shall overlay on top of physical links, and hide physical links from higher level networking activities,
such as routing, QoS provisioning, and applications; a virtual link may span one or several sequentially connected
physical links, occupy part or all of the physical links’ bandwidth, and may be reconfigured.

In addition to scalability, configurability, and flexibility, an RTE-WAN virtual link must also guarantee hard
real-time E2E delay. Considering all these goals, Section IV discusses different technological alternatives on how
to build RTE-WAN virtual links, and showsGuaranteed Rate server based aggregates(GR-aggregates) proposed
by Sun and Shin [6][7] is the best technology to start with.

Specifically, a virtual link is embodied by the GR-aggregates passing through it. A GR-aggregate (see Section II-A)
is basically an aggregation of flows that start from the virtual link’s sender-end node, traverse the virtual link’s
intermediate nodes, and arrive at the virtual link’s receiver-end node. A GR-aggregate aggregates flows of similar
characteristics, and provides hard real-time E2E delay guarantee. Fig. 1 illustrates the relationship between GR-
aggregates and their corresponding virtual link, where a virtual link over two physical links (AC andCB) consists
of three GR-aggregates:F1, F2, andF3.

Fig. 1. A virtual link is embodied by the aggregates passing through it

Originally, the GR-aggregate design is for Internet traffic[6][7]. Though this design fits the Internet context well,
when applied to RTE-WAN, GR-aggregates face a new challenge: using common-practice configuration method,
a GR-aggregate’s E2E delay bound is inverse-proportionally coupled with the aggregate’s data throughput. This
makes aggregates with small data throughput to have large E2E delay bounds, and vice versa. Such tight coupling
is undesirable to many RTE-WAN traffics, especially the sensing/actuating traffic, which usually has small data
throughput, but demands short E2E delay guarantee (see Section II-B).

To solve this problem, we proposeGuaranteed Delay server based aggregates(GD-aggregates). GD-aggregate
design decouples (or partially decouples) E2E delay guarantee from data throughput. It also supports priorities,
which facilitates real-time system design. GD-aggregatescan be analyzed with simple closed form formulae, and
can be easily planned with optimization tools.



We evaluate the performance of GD-aggregates in the contextof underground mining, a representative RTE-WAN
application with typical RTE-WAN traffic. The results show that GD-aggregates support RTE-WAN traffic better
than GR-aggregates. However, due to page limits, the performance evaluation is moved to Appendix J of [8].

The rest of the paper is organized as follows: Section II describes the state-of-the-art GR-aggregate design and
its coupling problem when using common-practice configuration methods; Section III presents our GD-aggregate
solution; Section IV discusses related work; Section V concludes the paper.

II. GR-AGGREGATE AND THECOUPLING PROBLEM

In the following, Section II-A describes the GR-aggregate design [6][7] and its E2E delay bounds; and Section II-B
explains GR-aggregate’s coupling problem between E2E delay bound and data throughput.

Unless explicitly noted, we assume output queueing [9], andpick symbols consistent with [6][7] whenever
possible.

A. GR-aggregate

The GR-aggregate is based on the concept ofGuaranteed Rate(GR) server proposed by Goyal et al. [10]:

Fig. 2. A Queueing Server

Definition 1 (Guaranteed Rate Server):As shown in Fig. 2, suppose thejth (j = 1, 2, . . .) packetpjf of flow f

arrives at queueQS at timeAS(pjf ), and leaves serverS at timeLS(pjf ). Suppose the length ofpjf is ℓjf . We define

Guaranteed Rate Clock(GRC) of packetpjf at serverS as

GRC(pjf )
def
= max{AS(pjf ),GRC(pj−1

f )} +
ℓ

j

f

r
f

,

∀j = 1, 2, . . . ,

where constantr
f

is called theGuaranteed Rate, andGRC(p0
f )

def
= 0. If serverS can provide a guaranteed rate

r
f

for flow f , such that for each packetpjf (j = 1, 2, . . .) of f , there is

LS(pjf ) ≤ GRC(pjf ) + α, (1)

whereα is a constant independent ofpjf , thenS is a Guaranteed Rate(GR) server. In addition, we callα the
scheduling constantof GR serverS for f . �

Many existing scheduling servers, such as theWeighted Fair Queueing(WFQ) server [11] and theWorst-Case
Fair Weighted Fair Queueing(WF2Q) server [12], are GR servers [10].Without loss of generality, we assume all
scheduling servers are WFQ servers. A WFQ serverS has a scheduling constant ofα = ℓmax/C, whereℓmax

is the maximum size of packets enteringS, andC is the output capacity ofS. If a flow f is assigned a WFQ
scheduling weight ofφ

f
, its guaranteed rater

f
= φ

f
C.

Based on the above notions, the GR-aggregate design runs as follows [6][7]: A GR-aggregate starts by creating
an aggregate of flows at a GR server (called “low-end server”), and letting the aggregate traverse several GR servers
(called “high-end servers”) as shown in Fig. 3. In the figure, flowf joins other flows at low-end serverS(1)

L at Node
1. The output ofS(1)

L is an aggregate, denoted asF . High-end serverS(1)
H forwardsF to Node 2, andS(2)

H forwards
F to Node 3, so on and so forth, untilF reaches NodeK. As the receiver-end of aggregateF , the routing circuit
of NodeK forwards individual packets of aggregateF according to their original flow headers. Therefore packets
of flow f are forwarded to their corresponding output port, where it may join another set of flows at low-end server
S

(K)
L to create another GR-aggregateF ′. We denoteA(i)

SL(p) andL(i)
SL(p) as the time when packetp reachesQ(i)

SL

and leaves serverS(i)
L at Nodei respectively; and denoteA(i)

SH(p) andL(i)
SH(p) as the time packetp reachesQ(i)

SH



Fig. 3. A GR server based aggregate. Labels in the figure explain the symbols denoting arrival and departure (leaving) time of packets.
Routing circuits in Node1 ∼ (K − 1) are omitted in the figure.

and leaves serverS(i)
H at Nodei respectively. TheEnd-to-End(E2E) delay guarantee of packets traveling through

GR-aggregates is restated in Theorem 1 (originally from [6][7]).
Theorem 1 (GR-aggregate E2E Delay):Suppose a flowf joins an GR-aggregateF at S(1)

L as shown in Fig. 3,
then the E2E delaydjf for any packetpjf (j = 1, 2, . . .) of f satisfies

djf
def
= A

(K)
SL (pjf ) −A

(1)
SL(pjf )

= L
(K−1)
SH (pjf ) −A

(1)
SL(pjf ) (2)

≤ [GRC
(1)
SL(pjf ) −A

(1)
SL(pjf )] + (K − 2)

ℓmaxF

RF

+α(1)
L

+

K−1
∑

i=1

α(i)
H
, (3)

whereℓmaxF andℓmaxf are the maximum packet length for aggregateF and flowf respectively;RF is the guaranteed

rate for aggregateF at S(1)
H ∼ S

(K−1)
H ; rf is the guaranteed rate for flowf at S(1)

L andS(K)
L ; the output capacity

of S(1)
L is RF ; the output capacity ofS(i)

H (i = 1, 2, . . . , (K − 1)) is C(i); α(1)
L

is the scheduling constant of GR

serverS(1)
L ; andα(i)

H
is the scheduling constant of GR serverS

(i)
H . Particularly, iff is constrained by a token bucket

(σ
f
, ρ

f
) before arriving atQ(1)

SL at Node1, whereρ
f
≤ r

f
, then

djf ≤
σ

f

r
f

+ (K − 2)
ℓmaxF

RF
+ α(1)

L
+

K−1
∑

i=1

α(i)
H
. (4)

Proof: See [6][7], particularly Appendix III of [7]. �

With minor modification to the proof of the above theorem, we can improve the delay bound if packets entering
S

(1)
L are Conflict-Free, which is defined in the following:
Theorem 2 (E2E Delay for Conflict-Free Packet Arrival):In Fig. 3, if packets enteringS(1)

L follow Conflict-Free

pattern, i.e., for any two packetsp1 andp2 arriving atS(1)
L consecutively, the arrival timeA(1)

SL(p1) andA(1)
SL(p2)

satisfyA(1)
SL(p2) ≥ A

(1)
SL(p1) + ℓ1

C
(1)
L

, whereℓ1 is the length ofp1, C(1)
L is the output capacity ofS(1)

L , then

djf ≤ (K − 1)
ℓmaxF

RF
+
K−1
∑

i=1

α(i)
H
. (5)

Proof: See Appendix A of [8]. �

Conflict-Free packet arrival pattern is common to RTE-WAN sensing/actuating end nodes. For example, if an
end node pollsN local sensors in round robin, then the sensor reading packets can arrive at this node one after
another without temporal overlap. Such packet arrival pattern is Conflict-Free.



B. The Coupling Problem under Data Throughput ProportionalWeight Assignment (DTPWA)

With the above E2E delay bounds, GR-aggregates effectivelymeet the needs of Internet, the GR-aggregates’
original application context [6][7]. However, when applying GR-aggregates to RTE-WAN, a new challenge emerges:

The GR-aggregate E2E delay bound is inverse-proportionally coupled with the aggregateF and flowf ’s guaran-
teed ratesRF andrf (see Inequality (3)∼ (5)). Though the original GR-aggregate design [6][7] does not specify
how to setRF andrf , as a common-practice, people assign WFQ scheduling weights φ

F
andφ

f
proportional to

data throughput to avoid queue overflow. For simplicity, we refer to such common-practice asData Throughput
Proportional Weight Assignment(DTPWA).

Since guaranteed rateRF = φ
F
C and r

f
= φ

f
C, whereC is the server output capacity, DTPWA makes

guaranteed rate proportional to aggregate/flow data throughput. Therefore, a GR-aggregate’s E2E delay bound
becomes inverse-proportionally coupled with the aggregate/flow data throughput. As a consequence, if aggregate
F and flowf are of small data throughput, then guaranteed ratesRF andr

f
are small, and E2E delay bounddjf

becomes large; ifF andf are of large data throughput, thenRF andr
f

are large, anddjf becomes small.
This is undesirable for RTE-WAN traffic, which typically includes
1) hard real-time sensing/actuating traffic, which usually has small data throughput but demands short E2E delay

bounds;
2) hard real-time video streams, which have large data throughput and demand short E2E delay bounds;
3) soft real-time traffic, such as FTP, which may have large data throughput, but only demands bounded E2E

delays (does not have to be short).
Because of the inverse-proportional coupling of E2E delay bound and data throughput under DTPWA, hard

real-time sensing/actuating traffic gets very large E2E delay bounds. This problem motivates us to decouple E2E
delay bounds from data throughput.

III. GD-AGGREGATE

We proposeGuaranteed Delay server based aggregates(GD-aggregates), to allow non-DTPWA weight assign-
ments, particularlypriority based weight assignment, so as to decouple E2E delay bounds from data throughput.

In the following, Section III-A introduces basic building components for GD-aggregates; Section III-B describes
the GD-aggregate design and gives its E2E delay bounds; Section III-C elaborates on how to assign weights
according GD-aggregates’ priorities, so as to decouple E2Edelay bounds from data throughput, and shows how to
analyze GD-aggregates with simple closed form formulae, and to plan GD-aggregates with optimization tools.

A. Guaranteed Delay Server

To guarantee a bounded E2E delay, it is enough to guarantee a packet transmission time bound at each intermediate
node. If this time bound is decoupled from data throughput, the E2E delay is decoupled from data throughput. This
observation motivates our proposal ofGuaranteed Delay(GD) server as a basic building component:

Definition 2 (Guaranteed Delay Server):Same as shown in Fig. 2, suppose thejth (j = 1, 2, . . .) packetpjf of

flow f arrives at queueQS at AS(pjf ), and leaves serverS at LS(pjf ). Suppose the length ofpjf is ℓjf . We define

Guaranteed Delay Clock(GDC) of packetpjf at serverS as

GDC(pjf )
def
= max{AS(pjf ),GDC(pj−1

f )} + ∆(ℓjf ),

∀j = 1, 2, . . . ,

where thenonnegative monotonically nondecreasingfunction ∆(ℓ) is called theGuaranteed Delay Function, and

GDC(ℓ0f )
def
= 0. If serverS can provide a nonnegative monotonically nondecreasing guaranteed delay function

∆(ℓ) for flow f , such that for each packetpjf (j = 1, 2, . . .) of f , there is

LS(pjf ) ≤ GDC(pjf ) + α, (6)

whereα is a constant independent ofpjf , thenS is a Guaranteed Delay(GD) server. In addition, we callα the
scheduling constantof GD serverS for f . �



We prove that anyToken Bucket Constrained WFQ(TBC-WFQ) server is a GD server, and give its guaranteed
delay function. The analysis uses the concept ofgreedy starting, and the liquid flow model basedGeneralized
Processor Sharing(GPS) server [13].

A serverS is calledToken Bucket Constrained(TBC) if each of its input flows is constrained by a token bucket,
as shown in Fig. 4. A flowf is calledgreedy startingfrom time τ , if ∀t ≥ τ , the number of bits pass throughf ’s
token bucketTBf during [τ, t] equalsσ(τ) + (t− τ)ρ, whereσ(τ) is the number of tokens inTBf at τ , andρ is
TBf ’s token filling rate, which is alsof ’s data throughput.

Fig. 4. A Token-Bucket-Constrained GPS (TBC-GPS) or Token-Bucket-Constrained WFQ (TBC-WFQ) Server (depends on whether S is
GPS or WFQ)

Theorem 3 (Critical Instance for Transmission Time):Suppose under TBC-GPS a chunkp of ℓ continuous bits
of flow f starts transmission (i.e.p reaches the head of the queue) atτ , and the transmission completes atτ + ∆̃,
Then∆̃ ≤ ∆̂(ℓ), where∆̂(ℓ) is the transmission time cost ifp is the firstℓ bits of flow f to send at time0, with
all flows of the system greedy starting from time0. Note, without loss of generality, this paper always assumethe
whole system is initiated at time0, and all token buckets are full when initiated.

Proof: The proof is based on Lemma 10 of [13]. See Appendix B of [8] fordetails. �

According to the above theorem, function̂∆(ℓ) gives the transmission time bound for a packet off with length
ℓ. Hence, we call̂∆(ℓ) the Packet Transmission Time Bound Function. ∆̂(ℓ) has the following property:

Property 1: ∆̂(ℓ) is nonnegative monotonically nondecreasing. Particularly, ∀0 ≤ ℓ1 ≤ ℓ2, 0 ≤ ∆̂(ℓ1) ≤ ∆̂(ℓ2),
and∀0 ≤ ℓ ≤ ℓmax, ∆̂(ℓ) ≤ ∆̂(ℓmax), whereℓmax is the maximum packet size possible. �

Theorem 3 not only specifies how to calculate the packet transmission time bound function̂∆(ℓ), but also implies
this packet transmission time bound can be decoupled from flow’s data throughput. The key to the decoupling is
to assign proper scheduling weights. This is shown in the following example:

(a) Using common-practiceData Throughput Proportional
Weight Assignment(DTPWA), packet transmission time
bound is coupled (inverse proportional) with data through-
put ρ.

(b) Using unconventional weight assignment (in fact, PAWA
described in Section III-C), packet transmission time bound
still exists due to Theorem 3, and is decoupled from data
throughputρ.

Fig. 5. Theorem 3’s implications on decoupling packet transmission time bound from flow data throughput. Thick verticalsolid line
segments indicate the time when the first packets are transmitted.

Example 1:Consider a TBC-GPS serverS with three input flowsF1 ∼ F3 as shown in Fig. 4. SupposeS’s
output capacity is1, and each flow’s data throughput (equivalent to the token bucket’s token filling rate) isρ1 = 0.1,
ρ2 = 0.4, andρ3 = 0.5 respectively. For simplicity, suppose all flows’ packet sizes areℓ = 1, and all flows’ token
bucket capacity equalsℓ.



According to DTPWA,F1 ∼ F3 are assigned weightφ1 = 0.1, φ2 = 0.4, andφ3 = 0.5 respectively, resulting
in guaranteed ratesR1 = ρ1 = 0.1, R2 = ρ2 = 0.4, andR3 = ρ3 = 0.5. With such guaranteed rates, a packet
of F1 ∼ F3 has a transmission time cost of̃∆1(ℓ) = 10, ∆̃2(ℓ) = 2.5, and∆̃3(ℓ) = 2 respectively, as shown in
Fig. 5(a). The per packet transmission time is inverse-proportional to flow’s data throughput.

In contrast, suppose we assign weightφ1 = 0.999, φ2 = 0.000999, andφ3 = 0.000001. Then the greedy starting
scenario is shown in Fig. 5(b), witĥ∆1(ℓ) = 1, ∆̂2(ℓ) = 20/9, and ∆̂3(ℓ) = 6, which are decoupled from data
throughput. According to Theorem 3,̂∆1(ℓ) ∼ ∆̂3(ℓ) bounds the packet transmission time for flowF1 ∼ F3

respectively. Therefore, the packet transmission time is decoupled from data throughput. �

Based on Theorem 3, we prove TBC-WFQ servers are GD servers:
Theorem 4 (TBC-WFQ Servers Are GD Servers):If S is a TBC-GPS or TBC-WFQ server, define

GDC(pjf )
def
= max{AS(pjf ),GDC(pj−1

f )} + ∆̂(ℓjf ), (7)

whereGDC(p0
f ) = 0 and∆̂(ℓ) is the packet transmission time bound function derived fromTheorem 3. Then

LGPSS (pjf ) ≤ GDC(pjf ), (8)

and LWFQ
S (pjf ) ≤ LGPSS (pjf ) +

ℓmax

C

≤ GDC(pjf ) +
ℓmax

C
, (9)

whereLGPSS (p) andLWFQ
S (p) are the time when packetp leavesS when S is a GPS and WFQ respectively.

That is, a TBC-WFQ serverS is a GD server; its guaranteed delay function is its packet transmission time bound
function ∆̂(ℓ); and its scheduling constantα = ℓmax

C
, whereℓmax is the maximum size of packets enteringS, and

C is S’s output capacity.
Proof: See Appendix C of [8]. �

B. The GD-aggregate Design and E2E Delay Bound

Fig. 6. A Release-Guarded Token-Bucket-Constrained WFQ (TBC-WFQ) based aggregate. Labels in the figure explain the symbols denoting
arrival and departure (leaving) time of packets. Routing circuits in Node1 ∼ (K − 1) are omitted in the figure.

Using TBC-WFQ servers, we buildGD server based aggregates(denoted asGD-aggregates) as shown in Fig. 6.
In Fig. 6, a GD-aggregate is created by aggregating several flows with one GR(not necessarily GD) server at the
sender-end node, forwarded byseveral GDservers along intermediate nodes, and de-aggregated at receiver-end node
by forwarding each packet according to its original flow header. We call the GR server that creates a GD-aggregate
the “low-end server”; while the GD servers that forward the GD-aggregate the “high-end servers”.

Specifically, a flowf joins other flows atGR serverS(1)
L at Node1 to outputGD-aggregateF . S(1)

L guarantees
f a rate ofrf , which is no less thanf ’s data throughput. Particularly, iff complies with token bucket(σ

f
, ρ

f
)

(denoted asf ∼ (σ
f
, ρ

f
)) before arriving atQ(1)

SL, then rf ≥ ρ
f
. We callRF

def
=

∑

f∈F rf and ρ
F

def
=

∑

f∈F ρf



the capacity and the data throughput of GD-aggregateF respectively(naturallyRF ≥ ρ
F

sincerf ≥ ρ
f
). Note

we useRF as GD-aggregate capacity to maintain symbolic consistancywith [6][7]. We set the output capacity
C

(1)
L of S(1)

L to RF . We also exploit the fact thatS(1)
L is implemented in software to play a trick calledTime-Of-

Scheduling-Equals-Time-Of-Leaving(TOSETOL) [7]: onceS(1)
L schedules a packetp, p is immediately output to

Q
(1)
TH ; meanwhile,S(1)

L waits anotherℓ/C(1)
L = ℓ/RF seconds before scheduling next packet, whereℓ is the length

of p.
Once a packetp leavesS(1)

L , it is regarded as a packet of GD-aggregateF , and is queued atQ(1)
TH to enter

TBC-WFQ serverS(1)
H . The corresponding token bucketTB(1)

H has a bucket capacity ofℓmaxF and a token filling

rate ofRF , whereℓmaxF

def
= maxf∈F {ℓ

max
f }, andℓmaxf is the maximum packet size of flowf . For simplicity, we

denoteTB(1)
H = (ℓmaxF , RF ).

Later, TBC-WFQ serverS(1)
H will forward p via the physical output link to Node 2. At Node 2,p is first queued

at release guardQ(2)
RG [14][15]. A release guard is a special kind of token bucket that only allows backlogged

packets consuming tokens when the bucket is full, one packetat a time. ForQ(2)
RG, its bucket capacity and token

filling rate are alsoℓmaxF andRF respectively. For simplicity, we denoteQ(2)
RG = (ℓmaxF , RF )

RG
. Oncep leaves

release guardQ(2)
RG, it is queued at token bucketTB(2)

H = (ℓmaxF , RF ) to enter TBC-WFQ serverS(2)
H . Later,S(2)

H

will forward p to Node 3, which also hasQ(3)
RG = (ℓmaxF , RF )

RG
, TB(3)

H = (ℓmaxF , RF ), and so on and so forth,
until p reaches NodeK. At NodeK, GD-aggregateF is de-aggregated, i.e.,p is routed according to its original
flow header to its corresponding output interface, where it may again join another set of flows at GR serverS

(K)
L

to create another aggregateF ′.
The above GD-aggregate architecture in Fig. 6 can be furthersimplified due to the following lemma:
Lemma 1 (AllTBHs Can Be Ignored):The queueing delay atQ(i)

TH (i = 1, 2, . . . , (K − 1)) are all0.
Proof: See proof of Lemma 3 in Appendix D of [8]. �

This means allQ(i)
TH andTB(i)

H (i = 1, 2, . . . , (K − 1)) in Fig. 6 can be removed.
Based on Lemma 1, we derive the following theorem for GD-aggregate E2E delay bound:
Theorem 5 (E2E Delay′ with Prerequisites):Suppose, as shown in Fig. 6, flowf joins GD-aggregateF from

GR serverS(1)
L at Node1, traverses release guarded GD serverS

(1)
H ∼ S

(K−1)
H , and finally reaches NodeK to be

de-aggregated. Suppose the guaranteed delay function for aggregateF atS(i)
H is ∆

(i)
F (ℓ) (i = 1, 2, . . . , (K − 1)); and

for any valid packet lengthℓ ∈ [ℓminF , ℓmaxF ], ∆
(i)
F (ℓ) ≤ ℓ

RF
, whereRF is F ’s capacity. Then forjth (j = 1, 2, . . .)

packet off , pjf , the E2E delaydjf
′

(we usedjf
′

instead ofdjf to make symbols consistent with [6][7]) satisfies:

djf
′ def

= L
(K−1)
SH (pjf ) −A

(1)
SL(pjf ) (10)

≤ [GRC
(1)
SL(pjf ) −A

(1)
SL(pjf )] +

K−1
∑

i=1

∆
(i)
F (ℓmaxF )

+α(1)
L

+

K−1
∑

i=1

α(i)
H
, (11)

whereA(1)
SL(p) is when packetp arrives atQ(1)

SL, L(K−1)
SH (p) is when packetp leavesS(K−1)

H , α(1)
L

is the scheduling

constant of GR serverS(1)
L for flow f , andα(i)

H
is the scheduling constant of GD serverS(i)

H for GD-aggregateF

(i = 1, 2, . . . , (K − 1)). In addition, if packets arrive atS(1)
L in Conflict-Free pattern (defined in Theorem 2), then

djf
′
≤

K−1
∑

i=1

∆
(i)
F (ℓmaxF ) +

K−1
∑

i=1

α(i)
H
. (12)

Proof: See Appendix D in [8]. �

Corollary 1: If flow f conforms to token bucketTB(1)
L = (σ

f
, ρ

f
) as shown in Fig. 6, andS(1)

L guarantees rate
rf ≥ ρ

f
, then Inequality (11) becomes:

djf
′
≤
σ

f

rf
+
K−1
∑

i=1

∆
(i)
F (ℓmaxF ) + α(1)

L
+
K−1
∑

i=1

α(i)
H
. (13)



Proof: Similar to the derivation of Inequality (43) of [10], we haveGRC
(1)
SL(pjf ) ≤

σ
f

rf
+A

(1)
SL(pjf ). �

Corollary 2: If, as shown in Fig. 6, flowf joins another GD-aggregateF ′ at NodeK at GR serverS(K)
L , token

bucketTB(1)
L = TB

(K)
L = (σ

f
, ρ

f
), and all other conditions are the same as those of Corollary 1, then E2E delay

djf
def
= A

(K)
SL (pjf ) −A

(1)
SL(pjf ) (14)

≤
σ

f

rf
+
K−1
∑

i=1

∆
(i)
F (ℓmaxF ) + α(1)

L
+
K−1
∑

i=1

α(i)
H
. (15)

Proof: See Appendix E of [8]. �

We have two observations on the E2E delay bounds in the above theorems and corollaries:
1) GD-aggregate E2E delay bound is decoupled (or partially decoupled) from data throughput: Due to Theorem 3,

and as shown in Example 1, by assigning proper scheduling weight, ∆
(i)
F (ℓmaxF ) in Inequality (11)∼ (15) can be

decoupled from data throughputρ
F

. Therefore GD-aggregate E2E delay bound is decoupled from data throughput.
Note if the GD-aggregate transports RTE-WAN hard real-timesensing/actuating traffic, packets can easily arrive in
Conflict-Free pattern, therefore E2E delay bound is calculated with Inequality (12), which is completely decoupled
from data throughput. If the GD-aggregate transports RTE-WAN hard real-time video traffic or soft real-time traffic,
the E2E delay bound is partially decoupled from data throughput. But the improvement is still significant, with all
(K − 2) ℓ

max
F

RF
terms removed. What is more, the coupling problem is not a prominent defect for RTE-WAN hard

real-time video traffic or soft real-time traffic anyway.
2) GD-aggregate is a generalization of GR-aggregate (with abounded error): In Fig. 6, if we stick to DTPWA, that

is, assigning WFQ weight proportional to input flow/aggregate’s data throughput (ρ
f

andρ
F

), then∆
(i)
F (ℓmaxF ) =

∆̂
(i)
F (ℓmaxF ) ≤ ℓmaxF /RF , and Inequality (11) implies Inequality (3), with only a maximal possible error ofℓmaxF /RF .
However, there are still three unsettled problems in order to use Inequality (11)∼ (15):
1) How to assign proper scheduling weight so that the guaranteed delay function∆(i)

F (ℓ) is decoupled from data
throughput?

2) Given the proper scheduling weight, how to calculate the guaranteed delay function∆(i)
F (ℓ)?

3) A GD-aggregate must satisfy precondition∀ℓ ∈ [ℓminF , ℓmaxF ], ∆
(i)
F (ℓ) ≤ ℓ/RF (i = 1 ∼ (K − 1)) to use

Inequality (11)∼ (15). How to remove this precondition?
The next sub-section addresses these problems.

C. Priority Approximating Weight Assignment (PAWA) Scheme

To address the three problems proposed in the end of last sub-section, we propose thePriority Approximating
Weight Assignment(PAWA) scheme, with following features:

1) Introduces priorities into GD-aggregates. A GD-aggregate F ’s priority decidesF ’s scheduling weight, and
hence decides the guaranteed delay function∆

(i)
F (ℓ). Particularly,∆(i)

F (ℓ) is decoupled from data throughput, and
a higher priority corresponds to shorter∆

(i)
F (ℓmaxF ).

2) Guaranteed delay function∆(i)
F (ℓ) can be calculated with a closed-form linear formula.

3) The precondition of Inequality (11)∼ (15) can be removed (at the cost of a larger E2E delay bound).
In addition, PAWA scheme allows planning with classic optimization tools, and enables simple admission tests.
The details are as follows:

The Scheme
Under PAWA scheme, a high-end1 TBC-WFQ serverS supports a set of priorities:1, 2, . . . ,Π, where smaller

number means higher priority. Each priorityπ (π < Π) corresponds to three parameters: packet transmission time
bound∆⋆

π, total aggregates’ capacityR⋆π, and total maximum packet sizeℓ⋆π. During configuration time, system

1As mentioned in Section III-B, we call the GR server that creates a GD-aggregate the “low-end server”; while the GD servers that
forward the GD-aggregate the “high-end servers”.



administrator can set these three parameters to any real numbers as long as they satisfy the following constraints:

∆⋆
0
def
= 0, 0 < ∆⋆

1 < ∆⋆
2 < . . . < ∆⋆

Π−1; (16)

R⋆π ≥ R⋆minπ > 0, π = 1 ∼ (Π − 1); (17)

ℓ⋆π ≥ ℓ⋆minπ > 0, π = 1 ∼ (Π − 1); (18)
∑Π−1

π=1 R
⋆
π < C,R⋆Π

def
= C −

∑Π−1
π=1 R

⋆
π; (19)

C⋆0
def
= 0, C⋆1

def
= C; (20)

C⋆π
def
= C⋆π−1 −R⋆π−1 = C −

∑π−1
i=1 R

⋆
i ,

π = 2 ∼ Π; (21)

ℓ⋆1 = ∆⋆
1C

⋆
1 ; (22)

ℓ⋆π = ∆⋆
πC

⋆
π − ∆⋆

π−1C
⋆
π−1, π = 2 ∼ (Π − 1); (23)

whereC is the output capacity ofS; R⋆minπ andℓ⋆minπ are minimum limits forR⋆π andℓ⋆π set by administrator.
Each GD-aggregate enteringS must pick one priority. DenoteFπ as the set of GD-aggregates enteringS

with priority π. To simplify our analysis, the system will add a dummy GD-aggregateF̄π to eachFπ, where
F̄π is constrained by a token bucket of(ℓmax

F̄π
, RF̄π

). For anyπ < Π, F̄π ’s token bucket capacityℓmax
F̄π

= ℓ⋆π −
∑

F∈Fπ,F 6=F̄π
ℓmaxF ; for π = Π, ℓmax

F̄π
is set to an arbitrary constant that can be used as packet length. The token

filling rate R
F̄π

= R⋆π −
∑

F∈Fπ,F 6=F̄π
R

F
. To insure the feasibility of settingℓmax

F̄π
andR

F̄π
, we require

∑

F∈Fπ,F 6=F̄π
ℓmaxF ≤ ℓ⋆π (∀π < Π); (24)

and
∑

F∈Fπ,F 6=F̄π
R

F
≤ R⋆π (∀π = 1 ∼ Π). (25)

A new aggregateF is not admitted toFπ if its admission will violate Formulae (24) or (25).
The weight assignment rules run as follows:
EachFπ is assigned a total weight ofψπ, such that

ψπ/ψπ+1 = Ψ >> 1, π = 1 ∼ Π − 1 (26)

and
∑Π

π=1 ψπ = 1,

whereΨ is a sufficiently large constant. For each GD-aggregateF ∈ Fπ (including F̄π), its weightφ
F

is

φ
F

=

{

ψπℓ
max
F /ℓ⋆π, whenπ < Π;

ψπRF /R
⋆
π, whenπ = Π.

(27)

Based on above rules, PAWA provides many desirable properties. First, it results in closed-form linear guaranteed
delay functions:

Theorem 6 (PAWA Guaranteed Delay Function):If TBC-WFQ serverS complies with PAWA scheme, then
∀F ∈ Fπ and∀ℓminF ≤ ℓ ≤ ℓmaxF , the PAWA GD serverS providesF a guaranteed delay function

∆
(S)
F (ℓ) = ∆̂

(S)
F (ℓ)

=















∆⋆
π−1

C⋆
π−1

C⋆
π

+ ℓ
ℓmax

F

(∆⋆
π − ∆⋆

π−1
C⋆

π−1

C⋆
π

),

whenπ < Π;

∆⋆
Π−1

C⋆
Π−1

C⋆
Π

+ ℓ
RF
, whenπ = Π;

(28)

where∆̂
(S)
F (ℓ) is the packet transmission time bound function mentioned inTheorem 3. Particularly, Equation (28)

implies whenπ < Π, ∀F ∈ Fπ,

∆
(S)
F (ℓmaxF ) = ∆̂

(S)
F (ℓmaxF ) = ∆⋆

π, (29)

which is why we call∆⋆
π the “packet transmission time bound” parameter2.

2According to Theorem 3, every packet’s transmission time under GPS is no more than̂∆(S)
F

(ℓmax

F ).



Proof: See Appendix F of [8]. �

Second, PAWA guarantees E2E delay without the∆
(i)
F (ℓ) ≤ ℓ

RF
prerequisite in Theorem 5. This is described in

the following by Theorem 7 and 8:
Theorem 7 (PAWA TBC-WFQ Server is also GR):Without loss of generality, suppose in Nodei (e.g. i = 1) of

Fig. 6,Q(i)
TH , TB(i)

H , Q(i)
SH , andS(i)

H make up a PAWA TBC-WFQ server. Then for eachF ∈ Fπ (π = 1 ∼ Π), S(i)
H

is also a GR server with guaranteed rateR
F

and scheduling constant

α
′(i)
H

=

{

∆⋆
πC

⋆
π/C

⋆
π+1 +

ℓ
(i)max

SH

C
, if π < Π,

∆⋆
Π−1C

⋆
Π−1/C

⋆
Π +

ℓ
(i)max

SH

C
, if π = Π,

(30)

whereℓ(i)maxSH is the maximum packet length of all aggregates/flows entering S(i)
H . That is, if defineGRC

(i)
SH(pjF )

def
=

max{A
(i)
SH(pjF ),GRC

(i)
SH(pj−1

F )}+ ℓjF /RF
, thenL(i)

SH(pjF ) ≤ GRC
(i)
SH(pjF )+α

′(i)
H

, whereL(i)
SH(p) is the time when

p leaves WFQ serverS(i)
H . Note GRC

(i)
SH(p0

F )
def
= 0.

Proof: See Appendix G of [8]. �

Theorem 8 (E2E Delay′ without Prerequisites):Suppose flowf joins GD-aggregateF atS(1)
L and traversesS(1)

H ,
S

(2)
H , . . ., S(K−1)

H , andS(K)
L as shown in Fig. 6. Suppose each TBC-WFQ serverS

(i)
H (i = 1, 2, . . . ,K−1) enforces

PAWA scheme. According to Theorem 7,S(i)
H is also a GR server forF with a GR scheduling constantα

′(i)
H

(see

Formula (30)). Then for packetpjf , the E2E delaydjf
′

satisfies:

djf
′ def

= L
(K−1)
SH (pjf ) −A

(1)
SL(pjf )

≤ [GRC
(1)
SL(pjf ) −A

(1)
SL(pjf )] + (K − 1)

ℓmaxF

R
F

+α(1)
L

+

K−1
∑

i=1

α
′(i)
H
, (31)

whereA(1)
SL(p) is when packetp arrives atQ(1)

SL; L(K−1)
SH (p) is when packetp leavesS(K−1)

H ; α(1)
L

is the GR

scheduling constant at serverS(1)
L , andα

′(i)
H

is the GR scheduling constant at serverS
(i)
H . In addition, if packets

arrive atS(1)
L in Conflict-Free pattern (defined in Theorem 2), then

djf
′

≤ (K − 1)
ℓmaxF

R
F

+

K−1
∑

i=1

α
′(i)
H
. (32)

Proof: See Appendix H of [8]. �

Corollary 3: If flow f conforms to token bucketTB(1)
L = (σ

f
, ρ

f
) as shown in Fig. 6, andrf ≥ ρ

f
, then

Inequality (31) becomes:

djf
′
≤
σ

f

rf
+ (K − 1)

ℓmaxF

R
F

+ α(1)
L

+
K−1
∑

i=1

α
′(i)
H
. (33)

Proof: Similar to the derivation of Inequality (43) in Goyal et al. [10], we haveGRC
(1)
SL(pjf ) ≤

σ
f

rf
+A

(1)
SL(pjf ).

�

Corollary 4: If, as shown in Fig. 6, flowf joins another GD-aggregateF ′ at NodeK at GR serverS(K)
L , token

bucketTB(1)
L = TB

(K)
L = (σ

f
, ρ

f
), rf ≥ ρ

f
, and all other conditions are the same as those of Corollary 3, then

E2E delay

djf
def
= A

(K)
SL (pjf ) −A

(1)
SL(pjf )

≤
σ

f

rf
+ (K − 1)

ℓmaxF

R
F

+ α(1)
L

+

K−1
∑

i=1

α
′(i)
H
. (34)

Proof: See Appendix I of [8]. �

PAWA Parameter Planning



During configuration time, a PAWA TBC-WFQ server administrator can plan the{∆⋆
π}, {R⋆π}, and{ℓ⋆π} param-

eters with classic optimization tools. Just to give an example:
GivenC, {∆⋆

π}, desired total aggregates’ capacity{R̃⋆π}, desired total max packet size{ℓ̃⋆π}, weight (importance)
wπ of gettingR⋆π close toR̃⋆π, and weight̟ π of gettingℓ⋆π close toℓ̃⋆π, derive optimal settings of{R⋆π} and{ℓ⋆π}.

The problem corresponds to the following convex optimization problem:

min
∑Π−1

π=1

(

wπ(R
⋆
π − R̃⋆π)

2 +̟π(ℓ
⋆
π − ℓ̃⋆π)

2
)

,

with convex linear constraint set (16)∼ (23).
GD-aggregate Admission Test

To add a GD-aggregateF with priority π at PAWA TBC-WFQ serverS, F only needs to pass the following
three tests:

Test 1:
ℓmaxF +

∑

f∈Fπ ,f 6=F̄π

ℓmaxf ≤ ℓ⋆π, if π < Π; (35)

Test 2:
RF +

∑

f∈Fπ,f 6=F̄π

R
f
≤ R⋆π; (36)

Test 3 (Theorem 5 Prerequisite): If∀ℓ ∈ [ℓminF , ℓmaxF ], ∆
(S)
F (ℓ) ≤ ℓ/R

F
(∆(S)

F (ℓ) is derived from Equation (28)),
then use Theorem 5, Corollary 1, or Corollary 2 to calculate E2E delay. Otherwise, use Theorem 8, Corollary 3,
or Corollary 4 to calculate E2E delay.

Usually, we should assign RTE-WAN hard real-time sensing/actuating GD-aggregates with the highest priority.
Because such GD-aggregates’ maximum packet lengthes are small, such priority assignment will empirically always
satisfy the Theorem 5 prerequisite. RTE-WAN hard real-timevideo GD-aggregates shall take lower priorities, which
may or may not satisfy the Theorem 5 prerequisite. But the E2Edelay bounds will still be satisfactory, because
RTE-WAN hard real-time video traffic has large data throughput. RTE-WAN soft real-time GD-aggregates shall
take lowest priorities, and will still get bounded E2E delay. All of these are illustrated by the underground mining
case study described in Appendix J of [8].

IV. RELATED WORK

There are other candidate technologies for WAN virtual topologies (virtual links): Overlay network [16] also
discusses virtual links. However, they are not hard real-time virtual links. DiffServ [17][6][7][18] is similar to
aggregates: flows with similar QoS requirements are transmitted as one group. However, DiffServ uses FIFO
scheduling, which is hard to guarantee hard real-time E2E delay when traffic is bursty. As pointed out by Wang et
al. [18], even when token bucket ratioσ

ρ
is as low as1.28, the maximal schedulable link utilization drops below

5%. Real-time virtual machines [19][20][21][22][23][24][25] can be a good candidate to support hard real-time
virtual links. However, to our best knowledge, mutual exclusion, which is essential for packet scheduling, is still
an open problem for hierarchical real-time virtual machines: efficient system architecture and simple closed-form
schedulability formulae are yet to be developed, especially for hierarchies with more than two levels. In comparison,
the GR-aggregate [6][7] scheme better meets the needs of RTE-WAN applications: it guarantees hard real-time E2E
delay, assumes packetized (mutually exclusive) traffic model, supports hierarchical aggregation of arbitrary number
of levels, provides closed-form analytical formulae, and can easily achieve100% link utilization. Therefore, it is
good to start RTE-WAN virtual link design on top of GR-aggregates.

Our GD-aggregate design decouples E2E delay bound from datathroughput. There are other efforts on decoupling
E2E delay bound from data throughput. Particularly, Geogiadis et al. [26] also discover that the combination of
per node traffic shapers (token buckets) and fair queueing weights can decouple E2E delay bound from flow data
throughput. The idea is similar to ours, but Geogiadis et al.assume fluid model, and do not talk about aggregation.
It requires nontrivial additional work to adapt their theory to packetized aggregates, and to derive simple closed-
form planning and admission test formulae. Goyal et al. [27]generalize the GR server notion to cases where
guaranteed rates may differ between packets of the same flow.However, they do not talk about aggregation, and
they assume the per packet guaranteed rates are either givena priori, or referring to the smallest instantaneous rates



during the packets’ transmission. In comparison, our E2E delay bound analysis is decoupled from any fixed packet
transmission rate, and therefore enhances feasibility, flexibility, and accuracy.

As for underground mining, Mangharam et al. also discuss it in [28]. Their work focuses on multi-hop wireless
sensor networks for voice traffic. Our work focuses on wireline WAN for critical hard real-time remote control
traffic and large data throughput (such as video) traffic.

V. CONCLUSION

The convergence of computer and physical world calls for next generation WAN infrastructures for hard real-
time and embedded applications. Such networks need virtualtopologies to achieve scalability, configurability, and
flexibility. Virtual topologies are made of virtual links, for which, the state-of-the-art building tool isGuaranteed Rate
server based aggregates(GR-aggregates) [6][7]. However, common-practice weightassignment scheme couples GR-
aggregateEnd-to-End(E2E) delay bound with aggregate’s data throughput inverseproportionally. This is undesirable
for many hard real-time embedded sensing/actuating applications, whose traffic has small data throughput but
requires short E2E delay. We proposeGuaranteed Delay server based aggregates(GD-aggregates) design, which
allows assigning weight according topriority instead of data throughput. This decouples E2E delay guarantee from
data throughput, hence meets the needs of hard real-time embedded applications. In addition, GD-aggregates can
be analyzed with simple closed form formulae, and can be easily planned with optimization tools. Performance
evaluation in the context of underground mining, a representative RTE-WAN application with typical RTE-WAN
traffic (see Appendix J of [8]), shows GD-aggregates better serve the needs of hard real-time embedded applications.
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APPENDIX A
PROOF OFTHEOREM 2

If packets arrive atS(1)
L in Conflict-Free pattern, then in Appendix III of [7], the first formula becomes

GRC
(1)
SH(pjf ) = A

(1)
SH(pjf ) +

ℓjf
RF

= A
(1)
SL(pjf ) +

ℓjf
RF

(Due to TOSETOL trick)

≤ A
(1)
SL(pjf ) +

ℓmaxF

RF
.

The rest follows the same proof in Appendix III of [7]. �

APPENDIX B
PROOF OFTHEOREM 3

We first restate Lemma 10 of Parekh et al. [13]:

Lemma 2 (Lemma 10 of [13]):Suppose the GPS server output capacity is bounded, then for any arrival function3

Λ ∼ (σ, ρ), if interval [τ, t] is within4 a flow busy period of flowf , thenŴf (0, t− τ) ≤Wf (τ, t), whereWf (τ, t)

is the bits off transmitted during[τ, t] underΛ, andŴf (0, t − τ) is the bits off transmitted during[0, t − τ ]
when every flow is greedy starting from time0. Note the whole system is initiated at time0.

According to Lemma 2,Ŵf (0, ∆̃) ≤ Wf (τ, τ + ∆̃) = ℓ. Therefore, ifp is the firstℓ bits of flow f to send at
time 0, and all flows of the systems are greedy starting at time0, the transmission time needed̂∆(ℓ) must be no
less than∆̃. That is∆̂(ℓ) ≥ ∆̃. �

APPENDIX C
PROOF OFTHEOREM 4

First prove Inequality (8) by induction.
Step 1: Whenj = 1, p1

f is scheduled byS at AS(p1
f ). Due to Theorem 3,LGPSS (p1

f ) ≤ AS(p1
f ) + ∆̂(ℓ1f ) ≤

max{AS(p1
f ),GDC(p0

f )} + ∆̂(ℓ1f ) = GDC(p1
f ).

Step 2: Suppse whenj = m, there is
LGPSS (pmf ) ≤ GDC(pmf ). (37)

Step 3: Then whenj = m+ 1, we have:
Case 1: IfAS(pm+1

f ) ≥ LGPSS (pmf ), then

LGPSS (pm+1
f )

≤ AS(pm+1
f ) + ∆̂(ℓm+1

f ) (Due to Theorem 3)

≤ max{AS(pm+1
f ),GDC(pmf )} + ∆̂(ℓm+1

f )

= GDC(pm+1
f ).

Case 2: IfAS(pm+1
f ) < LGPSS (pmf ) then

LGPSS (pm+1
f )

≤ LGPSS (pmf ) + ∆̂(ℓm+1
f ) (Due to Theorem 3)

≤ GDC(pmf ) + ∆̂(ℓm+1
f ) (Due to Inequality (37))

≤ max{AS(pm+1
f ),GDC(pmf )} + ∆̂(ℓm+1

f )

= GDC(pm+1
f )

3See [13] for the definition of “arrival function”.
4In the orignal text of [13],τ refers to the beginning of a flow busy period (see [13] for the definition of “flow busy period”) off . But

the proof actually sustains as long as[τ, t] is within one off ’s flow busy periods.



Combining Case 1 and 2, Inequality (8) holds forj = m+ 1.
Based on Step 1∼ 3, Inequality (8) sustains.
Inequality (9) hence also sustains, due to WFQ property [13]. �

APPENDIX D
PROOF OFTHEOREM 5

Lemma 3 (Extended Version of Lemma 1):The queueing delay atQ(i)
TH (i = 1, 2, 3, . . . ,K − 1) are all 0. In

addition,

A
(i)
SH(pj+1

F ) = A
(i)
TH(pj+1

F )

≥ A
(i)
TH(pjF ) +

ℓjF
RF

= A
(i)
SH(pjF ) +

ℓjF
RF

,

j = 1, 2, . . . , (38)

whereA(i)
SH(p) is the time when packetp arrives at high-end serverS(i)

H at Nodei (more specifically, arrives at
Q

(i)
SH); andA(i)

TH is the time whenp arrives at token-bucketTB(i)
H at Nodei (more specifically, arrives atQ(i)

TH).
Proof: For i = 1, it is due to the fact thatS(1)

L ’s output capacity isRF and also due to the TOSETOL trick.
For i = 2, 3, . . . ,K − 1, it is due to the definition of release guard and due to the placement ofQ(i)

RG. �

Lemma 4 (One Hop Release-Guard Delay Bound):For a GD-aggregate as shown in Fig. 6, if∀ℓminF ≤ ℓ ≤ ℓmaxF ,
∆F (ℓ) ≤ ℓ

RF
, then∀i = 1, 2, . . . ,K − 1, and∀j = 1, 2, . . .,

{

L
(i)
SH(pjF ) ≤ A

(i)
SH(pjF ) + ∆F (ℓjF ) + α(i)

H
,

GDC
(i)
SH(pjF ) = A

(i)
SH(pjF ) + ∆F (ℓjF ).

(39)

And

L
(i+1)
RG (pjF ) ≤ A

(i)
SH(pjF ) + ∆F (ℓmaxF ) + α(i)

H
,

i = 1, 2, . . . ,K − 2, (40)

where∆F (ℓ) andα(i)
H

are GD serverS(i)
H ’s guaranteed delay function for aggregateF and GD server scheduling

constant respectively.
Proof: Due to GD server definition,

L
(i)
SH(pjF )

≤ GDC
(i)
SH(pjF ) + α(i)

H
. (41)

In the following, we prove Formulae (39) by induction.

Step 1: Whenj = 1, GDC
(i)
SH(p0

F )
def
= 0, therefore

GDC
(i)
SH(p1

F )
def
= max{A

(i)
SH(p1

F ),GDC
(i)
SH(p0

F )} + ∆F (ℓ1F )

= A
(i)
SH(p1

F ) + ∆F (ℓ1F ),

and (41)

⇒ L
(i)
SH(p1

F ) ≤ A
(i)
SH(p1

F ) + ∆F (ℓ1F ) + α(i)
H
.

Step 2: Suppose whenj = m (m ≥ 1),
{

L
(i)
SH(pmF ) ≤ A

(i)
SH(pmF ) + ∆F (ℓmF ) + α(i)

H
,

GDC
(i)
SH(pmF ) = A

(i)
SH(pmF ) + ∆F (ℓmF ).



Step 3: Whenj = m+ 1, we have

GDC
(i)
SH(pmF )

= A
(i)
SH(pmF ) + ∆F (ℓmF )

≤ A
(i)
SH(pmF ) +

ℓmF
RF

(∀ℓminF ≤ ℓ ≤ ℓmaxF ,∆F (ℓ) ≤
ℓ

RF
)

≤ A
(i)
SH(pm+1

F ). (Due to (38))

∴ GDC
(i)
SH(pm+1

F )
def
= max{A

(i)
SH(pm+1

F ),GDC
(i)
SH(pmF )} + ∆F (ℓm+1

F )

= A
(i)
SH(pm+1

F ) + ∆F (ℓm+1
F ).

∴ L
(i)
SH(pm+1

F )

≤ GDC
(i)
SH(pm+1

F ) + α(i)
H

(S
(i)
H is GD server)

= A
(i)
SH(pm+1

F ) + ∆F (ℓm+1
F ) + α(i)

H
.

From Step 1∼ 3, Formulae (39) sustain.
Specifically, we have∀i = 1, 2, . . . K − 2 and∀j = 1, 2, . . . ,

(39) ⇒ A
(i+1)
RG (pjF ) = L

(i)
SH(pjF )

≤ A
(i)
SH(pjF ) + ∆F (ℓmaxF ) + α(i)

H
.

(Due to Property 1) (42)

In the following, we prove by induction that∀i = 1, 2, . . . ,K − 2, and∀j = 1, 2, . . ., Inequality (40) sustains.
Step 1: Whenj = 1, we haveL(i+1)

RG (p1
F ) = A

(i+1)
RG (p1

F ) = L
(i)
SH(p1

F ) ≤ A
(i)
SH(p1

F ) + ∆F (ℓmaxF ) + α(i)
H

.
Step 2: Suppose whenj = m (m ≥ 1),

L
(i+1)
RG (pmF ) ≤ A

(i)
SH(pmF ) + ∆F (ℓmaxF ) + α(i)

H
. (43)

Step 3: Whenj = m+1, Inequality (43) says thatRG(i+1) releasespmF no later thanA(i)
SH(pmF )+∆F (ℓmaxF )+α(i)

H
,

therefore at any timet ≥ A
(i)
SH(pmF )+ ℓm

F

RF
+∆F (ℓmaxF )+α(i)

H
, RG(i+1) should not blockpm+1

F . Meanwhile, according

to Inequality (42),pm+1
F arrives atRG(i+1) by A

(i)
SH(pm+1

F ) + ∆F (ℓmaxF ) + α(i)
H

. According to Inequality (38),

A
(i)
SH(pm+1

F ) + ∆F (ℓmaxF ) + α(i)
H

≥ A
(i)
SH(pmF ) + ℓm

F

RF
+ ∆F (ℓmaxF ) + α(i)

H
. ThereforeL(i+1)

RG (pm+1
F ) ≤ A

(i)
SH(pm+1

F ) +

∆F (ℓmaxF ) + α(i)
H

.
From Step 1∼ 3, Inequality (40) sustains. �

Proof of Theorem 5:Due to Lemma 3 and the fact thatS(1)
L is a GR server, we have

A
(1)
SH(pjf ) ≤ GRC

(1)
SL(pjf ) + α

(1)
L . (44)

According to Lemma 3 and Lemma 4,

A
(2)
SH(pjf ) = L

(2)
RG(pjf )

≤ A
(1)
SH(pjf ) + ∆

(1)
F (ℓmaxF ) + α(1)

H
, (45)

...

A
(K−1)
SH (pjf ) = L

(K−1)
RG (pjf )

≤ A
(K−2)
SH (pjf ) + ∆

(K−2)
F (ℓmaxF ) + α(K−2)

H
. (46)



Adding Inequality (44) to (46) together, we get

A
(K−1)
SH (pjf ) ≤ GRC

(1)
SL(pjf ) + α

(1)
L

+
K−2
∑

i=1

∆
(i)
F (ℓmaxF ) +

K−2
∑

i=1

α(i)
H
. (47)

Meanwhile, sinceS(K−1)
H is a GD server, we have

L
(K−1)
SH (pjf )

≤ GDC
(K−1)
H (pjf ) + α(K−1)

H

= A
(K−1)
SH (pjf ) + ∆

(K−1)
F (ℓjf ) + α(K−1)

H

(Due to (39))

≤ A
(K−1)
SH (pjf ) + ∆

(K−1)
F (ℓmaxF ) + α(K−1)

H
.

(Due to Property 1) (48)

Therefore

(47)(48)

⇒ L
(K−1)
SH (pjf )

≤ GRC
(1)
SL(pjf ) + α

(1)
L +

K−1
∑

i=1

∆
(i)
F (ℓmaxF )

+
K−1
∑

i=1

α(i)
H

⇒ djf
′ def

= L
(K−1)
SH (pjf ) −A

(1)
SL(pjf )

≤ [GRC
(1)
SL(pjf ) −A

(1)
SL(pjf )] + α

(1)
L

+

K−1
∑

i=1

∆
(i)
F (ℓmaxF ) +

K−1
∑

i=1

α(i)
H
.

In addition, if packets arrive atS(1)
L in Conflict-Free pattern, then (44) becomesA(1)

SH(pjf ) = A
(1)
SL(pjf ) due to the

TOSETOL trick. With same approach we can prove Formula (12).
�
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Fig. 7. Neighboring Token Buckets Connected by a Pipe



Lemma 5:Suppose at timet0 there arex tokens in a token bucketTB = (σ, ρ). Suppose no token is ever
consumed (by traffic). Denoteaccept(x, t) as the tokens accepted byTB during interval[t0, t0+t] (tokens overflown
arenot accepted). Then∀0 ≤ x1 ≤ x2 ≤ σ, and∀t ≥ 0,

x1 + accept(x1, t) ≤ x2 + accept(x2, t), (49)

accept(x1, t) ≥ accept(x2, t). (50)

Proof: Trivial according to the definition of token bucket. �

Lemma 6 (Neighboring Token Buckets Delay):Suppose flowf passes through two token bucketsTB1 = (σ, ρ)
andTB2 = (σ, ρ) connected by a pipeP , as shown in Fig. 7.P forwardsf ’s packets in a first-in-first-out order, and

with a forwarding delay ofdi
def
= A

(2)
i −A

(P )
i (di ≥ 0) for the ith (i = 1, 2, . . .) packetpi, whereA(2)

i andA(P )
i are

the time whenpi arrives atQ2 andP respectively.dis may vary for different packets. DenoteD
def
= max{di}; also

denoteA(1)
i andA(3)

i as the time when packetpi arrives atQ1 and Destination; and denoteδ(P )
i

def
= A

(P )
i+1 −A

(P )
i .

Then

A
(3)
i ≤ A

(P )
1 +

i−1
∑

k=1

δ
(P )
k +D (51)

= A
(P )
i +D

def
= Â

(3)
i .

In addition, if afterpi, no more packets ever arrive atQ2, and denote the remaining tokens inTB2 at time t under
such case asσ′2(t), then

σ′2(Â
(3)
i +) ≥ σ1(A

(P )
i +), (52)

whereσ1(t) is the remaining number of tokens in token bucketTB1 at time t; and “t+”, “ t−” represent “t+ ε”,
“ t− ε” respectively, whereε is a sufficiently small positive real number.

Proof: Prove by induction.
Step 1: Wheni = 1, it is trivial to see that Formulae (51) and (52) both sustain.
Step 2: Suppose wheni = m (m ≥ 1), there are

A(3)
m ≤ A

(P )
1 +

m−1
∑

k=1

δ
(P )
k +D

def
= Â(3)

m , (53)

and σ′2(Â
(3)
m +) ≥ σ1(A

(P )
m +), (54)

whereσ′2(t) refers to the number of tokens inTB2 at t if no more packets ever arrive atQ2 after pm.
Step 3: Wheni = m+ 1, we have

σ1(A
(P )
m+1−) = σ1(A

(P )
m +) + accept

(

σ1(A
(P )
m +), δ(P )

m

)

. (55)

If no more packets ever arrive atQ2 after themth packetpm, because of Inequality (54), (49), and the fact that
TB1 andTB2 are both token bucket of(σ, ρ), we have

σ′2(Â
(3)
m +) + accept

(

σ′2(Â
(3)
m +), δ(P )

m

)

≥ σ1(A
(P )
m +) + accept

(

σ1(A
(P )
m +), δ(P )

m

)

.

(Due to (54) and (49)) (56)

Therefore

σ′2(Â
(3)
m+1)

= σ′2(Â
(3)
m +) + accept

(

σ′2(Â
(3)
m +), δ(P )

m

)

(57)

≥ σ1(A
(P )
m +) + accept

(

σ1(A
(P )
m +), δ(P )

m

)

= σ1(A
(P )
m+1−). (Due to (55)) (58)



Hence, if no more packets arrive atQ2 after themth packet, then∃t ∈ [A
(3)
m +, Â

(3)
m+1] (note Inequality (53)

impliesA(3)
m + ≤ Â

(3)
m+1), such that∀τ ≥ t andτ ∈ [A

(3)
m +, Â

(3)
m+1], σ

′
2(τ) ≥ σ1(A

(P )
m+1−). Suppose for all sucht,

T = min{t}.
Note if the(m+1)th packetpm+1 doesarrive atQ2, pm+1 will not be blocked (byTB2 atQ2) during [T, Â

(3)
m+1].

Because as long asTB2 has no less thanσ1(A
(P )
m+1−) tokens,pm+1 shall pass, which is what happened atTB1 at

A
(P )
m+1−.

On the other hand, sinceD is the maximum delay possible,A(2)
m+1 ≤ A

(P )
m+1 + D = Â

(3)
m+1. Therefore,pm+1

must be able to leaveTB2 at a time instance no later than̂A(3)
m+1 (sincepm+1 will not be blocked atQ2 during

[T, Â
(3)
m+1]). That is,A(3)

m+1 ≤ Â
(3)
m+1, Inequality (51) holds fori = m+ 1.

Next, we prove Inequality (52) also holds fori = m+ 1.
Denoteσ′′2 (t) as the number of tokens inTB2 if no more packets arrive atQ2 after pm+1. Denoteℓm+1 as the

length of packetpm+1.
Case 1:A(3)

m+1 ≤ Â
(3)
m .

Under such case, we have

σ′2(A
(3)
m+1+) ≥ σ′′2 (A

(3)
m+1+), (59)

σ′′2 (A
(3)
m+1+) = σ′2(A

(3)
m+1+) − ℓm+1, (60)

σ′2(Â
(3)
m ) = σ′2(A

(3)
m+1+) + accept

(

σ′2(A
(3)
m+1+),

Â(3)
m −A

(3)
m+1

)

, (61)

and σ′′2 (Â(3)
m ) = σ′′2 (A

(3)
m+1+) + accept

(

σ′′2 (A
(3)
m+1+),

Â(3)
m −A

(3)
m+1

)

. (62)

Due to Inequality (49) of Lemma 5,

(59), (61), and (62)⇒ σ′2(Â
(3)
m ) ≥ σ′′2 (Â(3)

m ). (63)

Due to Inequality (50) of Lemma 5,

(59)

⇒ accept
(

σ′′2(A
(3)
m+1+), Â(3)

m −A
(3)
m+1

)

≥ accept
(

σ′2(A
(3)
m+1+), Â(3)

m −A
(3)
m+1

)

⇒ σ′′2(A
(3)
m+1+) + accept

(

σ′′2(A
(3)
m+1+),

Â(3)
m −A

(3)
m+1

)

≥ σ′2(A
(3)
m+1+) − ℓm+1 + accept

(

σ′2(A
(3)
m+1+),

Â(3)
m −A

(3)
m+1

)

(Due to (60))

⇒ σ′′2(Â(3)
m ) ≥ σ′2(Â

(3)
m ) − ℓm+1. (64)



Meanwhile,

(50) and (63)

⇒ accept
(

σ′′2 (Â(3)
m +), δ(P )

m

)

≥ accept
(

σ′2(Â
(3)
m +), δ(P )

m

)

. (65)

(64) and (65)

⇒ σ′′2 (Â
(3)
m+1+)

= σ′′2 (Â(3)
m +) + accept

(

σ′′2(Â(3)
m +), δ(P )

m

)

≥ σ′2(Â
(3)
m +) − ℓm+1 + accept

(

σ′2(Â
(3)
m +), δ(P )

m

)

≥ σ1(A
(P )
m+1−) − ℓm+1 (Due to (57)∼ (58))

= σ1(A
(P )
m+1+). (66)

Case 2:A(3)
m+1 > Â

(3)
m (noteA(3)

m ≤ Â
(3)
m , as proven in Step 2).

In such case,∀τ ∈ [A
(3)
m +, A

(3)
m+1−] (noteA(3)

m ≤ Â
(3)
m ), there isσ′′2 (τ) = σ′2(τ). Particularly,

σ′′2 (Â(3)
m +) = σ′2(Â

(3)
m +). (67)

Meanwhile
σ′′2 (A

(3)
m+1+) = σ′2(A

(3)
m+1) − ℓm+1. (68)

Therefore

σ′′2 (Â
(3)
m+1+)

= σ′′2 (Â(3)
m +) + accept

(

σ′′2(Â(3)
m +), A

(3)
m+1 − Â(3)

m

)

−ℓm+1 + accept
(

σ′′2 (A
(3)
m+1+), Â

(3)
m+1 −A

(3)
m+1

)

((51) holds fori = m+ 1 impliesA(3)
m+1 ≤ Â

(3)
m+1)

= σ′2(Â
(3)
m +) + accept

(

σ′2(Â
(3)
m +), A

(3)
m+1 − Â(3)

m

)

−ℓm+1 + accept
(

σ′′2 (A
(3)
m+1+), Â

(3)
m+1 −A

(3)
m+1

)

(Due to (67))

= σ′2(A
(3)
m+1) + accept

(

σ′′2 (A
(3)
m+1+), Â

(3)
m+1 −A

(3)
m+1

)

−ℓm+1

= σ′2(A
(3)
m+1) + accept

(

σ′2(A
(3)
m+1+) − ℓm+1,

Â
(3)
m+1 −A

(3)
m+1

)

− ℓm+1 (Due to (68))

≥ σ′2(A
(3)
m+1) + accept

(

σ′2(A
(3)
m+1+), Â

(3)
m+1 −A

(3)
m+1

)

−ℓm+1 (Due to (50))

= σ′2(Â
(3)
m+1) − ℓm+1

≥ σ1(A
(P )
m+1−) − ℓm+1 (Due to (57)∼ (58))

= σ1(A
(P )
m+1+).

Combining Case 1 and 2, Inequality (52) also holds fori = m+ 1.
From Step 1∼ 3, Lemma 6 sustains. �



Proof of Corollary 2:According to Lemma 6,

A
(1)
SL(pjf ) + djf

= A
(K)
SL (pjf ) (Definition of djf )

≤ A
(1)
SL(pjf ) + max{dkf

′
} (Lemma 6)

≤ A
(1)
SL(pjf ) +

σ
f

rf
+

K−1
∑

i=1

∆
(i)
F (ℓmaxf ) + α

(1)
L +

K−1
∑

i=1

α(i)
H

(Corollary 1)

∴ djf ≤
σ

f

rf
+
K−1
∑

i=1

∆
(i)
F (ℓmaxf ) + α

(1)
L +

K−1
∑

i=1

α(i)
H
.

�
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Lemma 7 (Preemption Approximation):Without loss of generality, suppose in Nodei (e.g. i = 1) of Fig. 6,
Q

(i)
TH , TB(i)

H , Q(i)
SH , and S(i)

H make up a PAWA TBC-GPS server (i.e.S(i)
H is a GPS server). If∃F ∈ Fπ has

backlog, then∀F ′ ∈ F ′
π′ receives (approximately) 0 service rate, whereπ < π′.

Proof: Trivial due to (26). �

Lemma 8:∀π = 1 ∼ Π − 1, C⋆π > R⋆π, andC⋆Π = R⋆Π.
Proof: Trivial due to (17) and (19)∼ (21). �

Lemma 9:Without loss of generality, suppose in Nodei (e.g. i = 1) of Fig. 6, Q(i)
TH , TB(i)

H , Q(i)
SH , andS(i)

H

make up a PAWA TBC-GPS server (i.e.S(i)
H is a GPS server). If all flows greedy start from time 0, then∀π ∈

{1, 2, . . . ,Π − 1}, ∀F ∈ Fπ completes sending its firstℓmaxF bits at t0π = ∆⋆
π; at t1π = ∆⋆

π
C⋆

π

C⋆
π+1

, for the first time

all flows F ∈ Fπ deplete their backlogs; and aftert1π, ∀F ∈ Fπ maintains a service rate ofRF without any more
backlog.

Proof: Prove by induction:
Step 1: Whenπ = 1, beforet01 = ∆⋆

1, ∀F ∈ F1 gets a service rate of

γ
F

=
φ

F

ψ1
C⋆1 (Due to Lemma 7)

=
ℓmaxF

ℓ⋆1
C⋆1 (Due to (27))

=
ℓmaxF

C⋆1∆⋆
1

C⋆1 (Due to (22))

=
ℓmaxF

∆⋆
1

.

∴ F completes sending its firstℓmaxF bits at t01 = ∆⋆
1.

Sincet11 is the first time when allF ∈ F1 deplete their backlogs,

ℓ⋆1 +R⋆1t
1
1 = C⋆1 t

1
1

⇒ t11 =
ℓ⋆1

C⋆1 −R⋆1
=

∆⋆
1C

⋆
1

C⋆2
. (Due to (22) and (21))

After t11, according to GPS definition (see [13] Formula (1)) and Formulae (26), (27),∀F ∈ F1 shall maintain
a service rate ofRF without any more backlog.

Step 2: Suppose whenπ = m, ∀F ∈ Fm completes sending its firstℓmaxF bits at t0m = ∆⋆
m; at t1m = ∆⋆

m
C⋆

m

C⋆
m+1

,

for the first time allF ∈ Fm deplete their backlogs; and aftert1m, ∀F ∈ Fm maintains a service rate ofRF without
any more backlog.



Step 3: Whenπ = m + 1, ∀F ∈ Fm+1 starts receiving service att1m with a service rate ofγ
F

=
φ

F

ψm+1
C⋆m+1.

Therefore it completes sending firstℓmaxF bits at

t0m+1 = t1m +
ψ

F
ℓmaxF

φ
F
C⋆m+1

= t1m +
ℓ⋆m+1ℓ

max
F

ℓmaxF C⋆m+1

= ∆⋆
m

C⋆m
C⋆m+1

+
ℓ⋆m+1

C⋆m+1

=
∆⋆
mC

⋆
m + ∆⋆

m+1C
⋆
m+1 − ∆⋆

mC
⋆
m

C⋆m+1

(Due to (23))

= ∆⋆
m+1. (69)

Sincet1m+1 is the first time when allF ∈ Fm+1 depletes their backlogs,

ℓ⋆m+1 +R⋆m+1t
1
m+1

= C⋆m+1(t
1
m+1 − t1m) (Due to Lemma 7)

⇒ t1m+1 =
ℓ⋆m+1 + C⋆m+1t

1
m

C⋆m+1 −R⋆m+1

=
ℓ⋆m+1 + C⋆m∆⋆

m

C⋆m+2

=
∆⋆
m+1C

⋆
m+1 − ∆⋆

mC
⋆
m + ∆⋆

mC
⋆
m

C⋆m+2

(Due to (23))

= ∆⋆
m+1

C⋆m+1

C⋆m+2

.

After t1m+1, according to GPS definition (see [13] Formula (1)) and Formulae (26), (27),∀F ∈ Fm+1 shall
maintain a service rate ofRF without any more backlog.

Based on Step 1∼ 3, the lemma sustains. �

Lemma 10:In addition to what claimed Lemma 9, under greedy starting, whenπ = Π, ∀F ∈ FΠ receives 0
service rate until∆⋆

Π−1
C⋆

Π−1

C⋆
Π

, then maintains a service rate ofRF .
Proof: Trivial due to Lemma 7, 9, and Formula (27). �

Proof of Theorem 6:When π = 1, 2, . . . ,Π − 1, ∀F ∈ Fπ starts receiving service att1π−1 = ∆⋆
π−1

C⋆
π−1

C⋆
π

,
and finishes its firstℓmaxF bits at t0π = ∆⋆

π. Betweent1π−1 and t0π, F receives a constant service rate. Therefore
Equation (28) naturally holds.

Whenπ = Π, Equation (28) naturally holds due to Lemma 10. �

APPENDIX G
PROOF OFTHEOREM 7

Lemma 11:Without loss of generality, suppose in Nodei (e.g. i = 1) of Fig. 6,Q(i)
TH , TB(i)

H , Q(i)
SH , andS(i)

H

make up a PAWA TBC-GPS/WFQ server (i.e.S(i)
H is a GPS or WFQ server). Then∀0 < k < j, there is:

A
(i)
SH(pkF ) +

j
∑

x=k

ℓxF
R

F

≤ GRC
(i)
SH(pjF )

= max{A
(i)
SH(pjF ),GRC

(i)
SH(pj−1

F )} +
ℓjF
R

F

, (70)

whereA(i)
SH(p) is the time when packetp arrives atQ(i)

SH , GRC
(i)
SH(pjF )

def
= max{A

(i)
SH(pjF ),GRC

(i)
SH(pj−1

F )} +

ℓjF/RF
, GRC

(i)
SH(p0

F )
def
= 0, andF ∈ Fπ.

Proof: Prove by induction:



Step 1: Whenj = k + 1,

A
(i)
SH(pkF ) +

ℓkF
R

F

≤ max{A
(i)
SH(pkF ),GRC

(i)
SH(pk−1

F )} +
ℓkF
R

F

= GRC
(i)
SH(pkF )

≤ max{A
(i)
SH(pk+1

F ),GRC
(i)
SH(pkF )}.

∴ A
(i)
SH(pkF ) +

ℓkF
R

F

+
ℓk+1
F

R
F

≤ max{A
(i)
SH(pk+1

F ),GRC
(i)
SH(pkF )} +

ℓk+1
F

R
F

.

That is, Inequality (70) holds forj = k + 1.
Step 2: Suppose Inequality (70) holds forj = m > k, that is,

A
(i)
SH(pkF ) +

m
∑

x=k

ℓxF
R

F

≤ GRC
(i)
SH(pmF )

= max{A
(i)
SH(pmF ),GRC

(i)
SH(pm−1

F )} +
ℓmF
R

F

. (71)

Step 3: Whenj = m+ 1,

(71) ⇒ A
(i)
SH(pkF ) +

m
∑

x=k

ℓxF
R

F

≤ max{A
(i)
SH(pmF ),GRC

(i)
SH(pm−1

F )} +
ℓmF
R

F

= GRC
(i)
SH(pmF )

≤ max{A
(i)
SH(pm+1

F ),GRC
(i)
SH(pmF )} (72)

(72) ⇒ A
(i)
SH(pkF ) +

m+1
∑

x=k

ℓxF
R

F

≤ max{A
(i)
SH(pm+1

F ),GRC
(i)
SH(pmF )} +

ℓm+1
F

R
F

= GRC
(i)
SH(pm+1

F ). (73)

�

Lemma 12:Without loss of generality, suppose in Nodei (e.g. i = 1) of Fig. 6,Q(i)
TH , TB(i)

H , Q(i)
SH , andS(i)

H

make up a PAWA TBC-GPS server (i.e.S(i)
H is a GPS server). SupposeF ∈ Fπ, whereπ < Π, then forj = 1, 2, . . .,

L
(i)GPS
SH (pjF ) ≤ GRC

(i)
SH(pjF ) + ∆⋆

π

C⋆π
C⋆π+1

, (74)

whereL(i)GPS
SH (p) is the time when packetp leaves GPS serverS(i)

H , GRC
(i)
SH(pjF )

def
= max{A

(i)
SH(pjF ),GRC

(i)
SH(pj−1

F )}+

ℓjF/RF , A(i)
SH(p) is the time when packetp reachesQ(i)

SH , andGRC
(i)
SH(p0

F )
def
= 0.

Proof: Prove by induction,
Step 1: Whenj = 1, p1

F starts transmission atA(i)
SH(p1

F ) (though may receive nearly 0 service rate). Due
to Theorem 3 and Lemma 9,L(i)GPS

SH (p1
F ) ≤ A

(i)
SH(p1

F ) + ∆⋆
π
C⋆

π

C⋆
π+1

+
ℓ1F
RF

. Meanwhile, sinceGRC
(i)
SH(p1

F ) =

max{A
(i)
SH(p1

F ), 0} +
ℓ1F
RF

= A
(i)
SH(p1

F ) +
ℓ1F
RF

, we haveL(i)GPS
SH (p1

F ) ≤ GRC
(i)
SH(p1

F ) + ∆⋆
π
C⋆

π

C⋆
π+1

.



Step 2: Suppose whenj = m (m ≥ 1), there isL(i)GPS
SH (pmF ) ≤ GRC

(i)
SH(pmF ) + ∆⋆

π
C⋆

π

C⋆
π+1

.
Step 3: Whenj = m+ 1, we have two cases:
Case 1: IfA(i)

SH(pm+1
F ) ≥ L

(i)GPS
SH (pmF ), that is,Q(i)

SH is empty whenpm+1
F arrives. Then due to Theorem 3 and

Lemma 9,

L
(i)GPS
SH (pm+1

F )

≤ A
(i)
SH(pm+1

F ) +
ℓm+1
F

RF
+ ∆⋆

π

C⋆π
C⋆π+1

≤ max{A
(i)
SH(pm+1

F ),GRC
(i)
SH(pmF )} +

ℓm+1
F

RF

+∆⋆
π

C⋆π
C⋆π+1

= GRC
(i)
SH(pm+1

F ) + ∆⋆
π

C⋆π
C⋆π+1

.

Case 2: IfA(i)
SH(pm+1

F ) < L
(i)GPS
SH (pmF ), that is,Q(i)

SH is backlogged whenpm+1
F arrives. Then suppose the current

backlog atQ(i)
SH starts from packetpkF (1 ≤ k < m + 1). That is,Q(i)

SH is empty whenpkF arrives, andQ(i)
SH is

continuously backlogged till at leastL(i)GPS
SH (pm+1

F ). Due to Theorem 3 and Lemma 9, we have

L
(i)GPS
SH (pm+1

F )

≤ A
(i)
SH(pkF ) + ∆⋆

π

C⋆π
C⋆π+1

+
m+1
∑

x=k

ℓxF
RF

≤ max{A
(i)
SH(pm+1

F ),GRC
(i)
SH(pmF )} +

ℓm+1
F

RF

+∆⋆
π

C⋆π
C⋆π+1

(Due to Lemma 11)

= GRC
(i)
SH(pm+1

F ) + ∆⋆
π

C⋆π
C⋆π+1

.

From Step 1∼ 3, Inequality (74) sustains. �

With similar approach, we can also prove:
Lemma 13:In addition to Lemma 12, whenF ∈ FΠ, for j = 1, 2, . . .,

L
(i)GPS
SH (pjF ) ≤ GRC

(i)
SH(pjF ) + ∆⋆

Π−1

C⋆Π−1

C⋆Π
, (75)

Proof of Theorem 7:According to WFQ property,

L
(i)
SH(pjF )

≤ L
(i)GPS
SH (pjF ) +

ℓ
(i)max
SH

C

≤ GRC
(i)
SH(pjF ) + α

′(i)
H
.

(Due to Lemma 12, 13)

�
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Lemma 14 (1-Hop GR Server Release-Guard Delay):In Fig. 6, ∀i = 1 ∼ (K − 1), ∀0 ≤ ℓ ≤ ℓmaxF , and
∀j = 1, 2, . . .,







L
(i)
SH(pjF ) ≤ A

(i)
SH(pjF ) +

ℓ
j

F

R
F

+ α
′(i)
H
,

GRC
(i)
SH(pjF ) = A

(i)
SH(pjF ) +

ℓ
j

F

R
F

.
(76)

And ∀i = 1 ∼ (K − 2),

L
(i+1)
RG (pjF ) ≤ A

(i)
SH(pjF ) +

ℓmax
F

R
F

+ α
′(i)
H
.

whereA(i)
SH(p), L(i)

SH(p), andL(i)
RG(p) are the time when packetp arrives atQ(i)

SH , leavesS(i)
H , and leaves release

guardQ(i)
RG respectively;α

′(i)
H

is the GR scheduling constant defined in Formula (30) of Theorem 7.
Proof: Due to Theorem 7,

L
(i)
SH(pjF )

≤ GRC
(i)
SH(pjF ) + α

′(i)
H

= max{A
(i)
SH(pjF ),GRC

(i)
SH(pj−1

F )}

+
ℓjF
R

F

+ α
′(i)
H
. (77)

In the following, we prove Formulae (76) by induction.

Step 1: Whenj = 1, GRC
(i)
SH(p0

F )
def
= 0, therefore

GRC
(i)
SH(p1

F )

def
= max{A

(i)
SH(p1

F ),GRC
(i)
SH(p0

F )} +
ℓ1F
R

F

= A
(i)
SH(p1

F ) +
ℓ1F
R

F

,

and (77)

⇒ L
(i)
SH(p1

F )

≤ A
(i)
SH(p1

F ) +
ℓ1F
R

F

+ α
′(i)
H
.

Step 2: Suppose whenj = m (m ≥ 1),






L
(i)
SH(pmF ) ≤ A

(i)
SH(pmF ) +

ℓm
F

R
F

+ α
′(i)
H
,

GRC
(i)
SH(pmF ) = A

(i)
SH(pmF ) + ℓm

F

R
F

.



Step 3: Whenj = m+ 1, we have

GRC
(i)
SH(pmF )

= A
(i)
SH(pmF ) +

ℓmF
R

F

≤ A
(i)
SH(pm+1

F ). (Due to (38))

∴ GRC
(i)
SH(pm+1

F )

def
= max{A

(i)
SH(pm+1

F ),GRC
(i)
SH(pmF )} +

ℓm+1
F

R
F

= A
(i)
SH(pm+1

F ) +
ℓm+1
F

R
F

.

∴ L
(i)
SH(pm+1

F )

≤ GRC
(i)
SH(pm+1

F ) + α
′(i)
H

(Due to Theorem 7)

= A
(i)
SH(pm+1

F ) +
ℓm+1
F

R
F

+ α
′(i)
H
.

From Step 1∼ 3, Formulae (76) sustain.
Specifically, we have∀i = 1, 2, . . . K − 2 and∀j = 1, 2, . . . ,

(76)

⇒ A
(i+1)
RG (pjF )

= L
(i)
SH(pjF )

≤ A
(i)
SH(pjF ) +

ℓmaxF

R
F

+ α
′(i)
H
. (78)

In the following, we prove by induction that∀i = 1, 2, . . . ,K − 2, and∀j = 1, 2, . . ., Inequality (77) sustains.

Step 1: Whenj = 1, we haveL(i+1)
RG (p0

F )
def
= 0 andℓ0F

def
= 0. ThereforeL(i+1)

RG (p1
F ) = A

(i+1)
RG (p1

F ) = L
(i)
SH(p1

F ) ≤

A
(i)
SH(p1

F ) + ℓmax
F

R
F

+ α
′(i)
H

.

Step 2: Suppose whenj = m (m ≥ 1),

L
(i+1)
RG (pmF ) ≤ A

(i)
SH(pmF ) +

ℓmaxF

R
F

+ α
′(i)
H
. (79)

Step 3: Whenj = m+ 1, Inequality (79) says thatRG(i+1) releasespmF no later thanA(i)
SH(pmF ) + ℓmax

F

R
F

+ α
′(i)
H

,

therefore for any timet ≥ A
(i)
SH(pmF ) + ℓm

F

R
F

+ ℓmax
F

R
F

+ α
′(i)
H

, RG(i+1) should releasepm+1
F if pm+1

F ever arrives.

Meanwhile, according to Inequality (78),pm+1
F arrives atRG(i+1) by A

(i)
SH(pm+1

F ) +
ℓmax

F

R
F

+ α
′(i)
H

. According

to Inequality (38),A(i)
SH(pm+1

F ) + ℓmax
F

R
F

+ α
′(i)
H

≥ A
(i)
SH(pmF ) + ℓm

F

R
F

+ ℓmax
F

R
F

+ α
′(i)
H

. ThereforeL(i+1)
RG (pm+1

F ) ≤

A
(i)
SH(pm+1

F ) +
ℓmax

F

R
F

+ α
′(i)
H

.

From Step 1∼ 3, Inequality (77) sustains. �

Proof of Theorem 8:Due to Lemma 3 and the fact thatS(1)
L is a GR server, we have

A
(1)
SH(pjf ) ≤ GRC

(1)
SL(pjf ) + α

(1)
L . (80)



According to Lemma 3 and Lemma 14,

A
(2)
SH(pjf ) = L

(2)
RG(pjf )

≤ A
(1)
SH(pjf ) +

ℓmaxF

R
F

+ α
′(1)
H
, (81)

...

A
(K−1)
SH (pjf ) = L

(K−1)
RG (pjf )

≤ A
(K−2)
SH (pjf ) +

ℓmaxF

R
F

+ α
′(K−2)
H

. (82)

Adding Inequality (80) to (82) together, we get

A
(K−1)
SH (pjf )

≤ GRC
(1)
SL(pjf ) + α

(1)
L + (K − 2)

ℓmaxF

R
F

+

K−2
∑

i=1

α
′(i)
H
. (83)

Meanwhile, sinceS(K−1)
H is a GR server, we have

L
(K−1)
SH (pjf )

≤ GRC
(K−1)
H (pjf ) + α

′(K−1)
H

= A
(K−1)
SH (pjf ) +

ℓjf
R

F

+ α
′(K−1)
H

(Due to Formulae (76))

≤ A
(K−1)
SH (pjf ) +

ℓmaxF

R
F

+ α
′(K−1)
H

. (84)

Therefore

(83)(84)

⇒ L
(K−1)
SH (pjf )

≤ GRC
(1)
SL(pjf ) + α

(1)
L + (K − 1)

ℓmaxF

R
F

+

K−1
∑

i=1

α
′(i)
H

⇒ djf
′ def

= L
(K−1)
SH (pjf ) −A

(1)
SL(pjf )

≤ [GRC
(1)
SL(pjf ) −A

(1)
SL(pjf )] + α

(1)
L + (K − 1)

ℓmaxF

R
F

+

K−1
∑

i=1

α
′(i)
H
.

In addition, if packets arrive atS(1)
L in Conflict-Free pattern, then (80) becomesA(1)

SH(pjf ) = A
(1)
SL(pjf ) due to the

TOSETOL trick. With same approach we can prove Formula (32). �
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According to Lemma 6,

A
(1)
SL(pjf ) + djf

= A
(K)
SL (pjf ) (Definition of djf )

≤ A
(1)
SL(pjf ) + max{dkf

′
} (Lemma 6)

≤ A
(1)
SL(pjf ) +

σ
f

r
f

+ (K − 1)
ℓmaxf

R
F

+ α
(1)
L +

K−1
∑

i=1

α
′(i)
H

(Corollary 3)

∴ djf ≤
σ

f

r
f

+ (K − 1)
ℓmaxf

R
F

+ α
(1)
L +

K−1
∑

i=1

α
′(i)
H

(85)

�

APPENDIX J
PERFORMANCEEVALUATION

To evaluate the performance of GD-aggregates, we carry out acase study on a typical RTE-WAN application:
underground mining. Section J-A describes the undergroundmining scenario and explains why it is a representative
RTE-WAN application; Section J-B compares E2E delay guarantees between GD-aggregate and GR-aggregate in
the context of underground mining RTE-WAN.

A. Application Scenario

Due to safety concerns, underground mining is pushing for tele-robotics and remote surveillance, so that people
can operate underground mining robots and monitor the mine conditions from above the ground [29][30]. Such
demand makes underground mining a representative RTE-WAN application, which is explained by Fig. 8.

Fig. 8. A typical underground mine and its RTE-WAN

Fig. 8 plots a longwall coal mine. Longwall is a major underground mining method (other mining methods, such
as room-and-pillar and stop-and-pillar, bear similar demand and constraints on RTE-WAN) [31]. Usually, longwall
mines extend several to tens of square kilometers. Tunnels in the longwall mine divide coal bodies into rectangular
blocks called panels, typically of300m wide, 3000m long, and0.9 ∼ 4.5m in height. The mining is carried out
at the width edge of a panel (called “face”). A longwall mine may have tens to even hundreds of panels, but the
panels being actively mined is determined by production need, and can change over time. Fig. 8 only shows three
of all panels, and only Panel 1 is being actively mined.



To allow mobile robots and vehicles, wireless base stations[32][33] (a.k.a. “access points” in IEEE 802.11)
shall be deployed every50 ∼ 200m along each tunnel. To support multi-hop critical hard real-time and large data
throughput connections, these wireless base stations mustbe linked with wireline RTE-WAN backbone5.

Fig. 8 reveals several features generic to underground mining RTE-WANs:
First, an underground mining RTE-WAN involves all three typical RTE-WAN traffics [31][34][35][36]:
1) hard real-time tele-robotic sensing/actuation trafficswith small data throughputs and short E2E delay require-

ments;
2) hard real-time tele-robotic video traffics with large data throughputs and short E2E delay requirements;
3) soft real-time traffics, such as surveillance video and FTP, which may have large data throughputs, but only

demand bounded E2E delays (not necessarily short).
Second, an underground mining RTE-WAN needs virtual topology. There are three reasons:
1) The scale of underground mining RTE-WAN is large: a typical underground mine extends several square

kilometers to tens of square kilometers [31].
2) The physical topology of underground mining RTE-WAN is constrained: wires have to run along the grids of

tunnels; and wireless LANs have to cover every segment of thetunnels to enable mobile robots/vehicles.
3) The active mining area may change as the mine evolves and asthe production demand shifts.
Therefore, scalability, configurability, and flexibility are important to underground mining RTE-WAN. As pointed

out in Section I, these call for virtual topology, and the building tools for virtual topologies (virtual links) are GR-
aggregates and GD-aggregates. In the following, we comparethe performance of the two types of aggregates.

B. E2E Delay Guarantee Comparison

Without loss of generality, we look at virtual linkAB in Fig. 8, which is along the routes connecting the
above-ground remote control room with robots in the active mining area, and also along the routes connecting the
above-ground remote control room with surveillance cameras near Panel 1. Without loss of generality, we assume
virtual link AB consists of following GR/GD-aggregates:

1) a tele-robotic sensing/actuating aggregateF1 containingN flows, each comes with a constant packet size of
400bit, and constrained by token bucket (σ

f1
= 400bit, ρ

f1
= 4Kbps);

2) a tele-robotic video aggregateF2 that also consists ofN flows, each with a packet size of12Kbit, and
constrained by token bucket (σ

f2
= 180Kbit, ρ

f2
= 4.5Mbps);

3) a soft real-time aggregateF3 that occupies the rest of the bandwidth, and consists of surveillance camera
video and FTP flows, each with a packet size of0.1 ∼ 12Kbit, and constrained by token bucket (σ

f3
= 180Kbit,

ρ
f3

= 4.5Mbps).
Note we assume each robot creates two flows: one for sensing/actuating and one for video. Therefore bothF1

andF2 consist ofN flows forN robots. DenoteR1 ∼ R3 as the capacity allocated toF1 ∼ F3 respectively. Then
R1 : R2 ≡ 4Kbps : 4.5Mbps.

As for soft real-time aggregateF3, it mainly consists of surveillance camera video and FTP flows. We assume
the physical link capacityC is always1Gbps, and assume the capacity demand ofF3 is at least700Mbps, that
is, R3 ≥ 700Mbps. This leaves the total capacity demand of tele-robotictraffics F1 andF2 to be no more than
300Mbps, that isR1 + R2 ≤ 300Mbps. This assumption reflects the fact that tele-robotics only take place that a
small portion of the mine area (the active mining area), while surveillance cameras have to cover the whole mine
of tens of square kilometers.

According to [34][35], tele-robotic trafficF1 andF2 require E2E delay no more than50msec, while soft real-time
traffic F3 allows E2E delay up to several seconds.

According to Fig. 8, we assume the number of underlying physical links (hops)K of virtual link AB is 31.
Fig. 9 compares the E2E delay guarantees by GD and GR-aggregates. For GD-aggregates, we follow the PAWA

scheme withΠ = 3. F1, F2, andF3 belong to priority1, 2, and3 respectively. The comparison assumes aggregates’
allocated capacities are fully utilized.

5Such design also reflects our vision on future industrial fieldbus: for industrial networks, the last hop shall be wireless to achieve mobility,
while the backbone shall be wireline, so as to guarantee reliability/robustness, support large data throughput, and effectively utilize legacy
infrastructure.



(a) Note we do not plot the curve forR1 ≥ 268Kbps because: Each
flow in tele-robotic sensing/actuating aggregateF1 corresponds to a
flow in tele-robotic video aggregateF2. WhenR1 ≥ 268Kbps, R2

exceeds300Mbps. This leaves no enough capacity for soft real-time
aggregateF3, whose capacityR3 ≥ 700Mbps.

(b) Note because soft real-time aggregateF3 is at least of700Mbps,
we only plot curves forR2 ≤ 300Mbps, andR3 ≥ 700Mbps. The
GD-aggregate and GR-aggregate’s curves nearly overlap forboth F2

andF3.

Fig. 9. Comparison of GD/GR-aggregate E2E delay guarantee for typical traffics in underground mining RTE-WAN. Aggregate F1 ∼ F3

are for tele-robotic sensing/actuating, tele-robotic video streams, and soft real-time traffics (for surveillance video and FTP) respectively, and
are allocated with capacityR1 ∼ R3 respectively. The total physical link capacityC = 1Gbps.

Fig. 9(a) shows that GD-aggregate guarantees short E2E delay for tele-robotic sensing/actuation aggregateF1,
thoughF1’s data throughput is small. In comparison, during most of the time, GR-aggregate cannot guaranteeF1

an E2E delay less than50msec, the acceptable maximum E2E delay.
Fig. 9(b) shows that for aggregates with large data throughputs, such asF2 andF3, both GD and GR-aggregates

provide satisfactory E2E delay guarantees (the GD/GR-aggregates’ curves almost overlap).
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