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Technical Correspondence

3-D Palmprint Recognition With Joint Line and
Orientation Features

Wei Li, David Zhang, Lei Zhang, Guangming Lu, and Jingqi Yan

Abstract—2-D palmprint has been recognized as an effective biometric
identifier in the past decade. Recently, 3-D palmprint recognition was pro-
posed to further improve the performance of palmprint systems. This paper
presents a simple yet efficient scheme for 3-D palmprint recognition. After
calculating and enhancing the mean-curvature image of the 3-D palmprint
data, we extract both line and orientation features from it. The two types of
features are then fused at either score level or feature level for the final 3-D
palmprint recognition. The experiments on The Hong Kong Polytechnic
University 3-D palmprint database, which contains 8000 samples from 400
palms show that the proposed feature extraction and fusion methods lead
to promising performance.

Index Terms—3-D palmprint identification, biometrics, feature fusion,
mean curvature.

I. INTRODUCTION

UTOMATIC personal authentication using biometric character-
A istics plays a key role in applications of public security, access
control, forensics, and e-banking, etc. Many kinds of biometric authen-
tication techniques have been developed based on different biometric
characteristics, such as fingerprint, face, iris, palmprint, and hand shape.
2-D palmprint recognition [1]-[4], [16]-[18] has been widely studied
in the past decade and it has been proven that palmprint is a unique
biometric identifier. 2-D palmprint systems have merits of high ac-
curacy and user friendliness, etc. Nonetheless, 2-D palmprint can be
easily counterfeited and much 3-D palm structural information is lost.
Inspired by the success of 3-D techniques in biometric authentication,
such as 3-D face [5] and 3-D ear recognition [6], very recently, a
structured-light-imaging-based [7], [8] 3-D palmprint system [9] was
developed to capture the depth information of palmprint. In [9], the
mean curvature and Gaussian curvature are calculated from the depth
information and they serve as the basic features for 3-D palmprint
matching and recognition.
As shown in [9], the mean curvature is a stable and distinct feature
of 3-D palmprint. By normalizing and mapping the mean-curvature
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values to a plane, we can get a mean-curvature image (MCI) that con-
tains line structure features and texture features of the 3-D palmprint.
In [9], the MCI was binarized to highlight the line features and the bi-
narized MCI was used as the feature map for 3-D palmprint matching.
However, the binarization operation loses much the texture information
existing in the MCI. Actually, if we view the MCI of a 3-D palmprint
as a 2-D palmprint image, then many 2-D palmprint feature-extraction
techniques can be applied. In addition, the line and texture features
could provide complementary information for palmprint discrimina-
tion. Therefore, in this paper, we propose to extract both line and
texture features from MCI and fuse them efficiently for more accurate
3-D palmprint recognition.

There are two main approaches to 2-D palmprint recognition: line-
based approach [16]-[18] and texture-based approach [2], [3]. For
the representative line-based methods, Li et al. proposed a modified
line-based Hausdorft distance for palmprint identification [16]; Wu
et al. proposed a set of directional line detectors and used them to
extract the palm lines for palmprint matching [17]; Huang et al. pro-
posed a modified finite radon transform to extract the principal lines
in palmprint [18]. With respect to the texture-based methods, the most
representative one may be competitive coding (CompCode) scheme
proposed by Kong et al. [2], where a series of directional Gabor filters
were used to extract the orientation features of palmprint. Sun et al.
proposed an ordinal palmprint representation for personal identifica-
tion [3].

With the MCI of 3-D palmprint data, the line features can be easily
extracted by setting a global threshold to segment the high curvature
regions. For texture features, we can use six directional Gabor filters
to extract the local orientation from the MCI, like what the CompCode
method does on 2-D palmprint images [2]. In our preliminary study
[19], the line and orientation features are directly extracted from the
MCI and they are fused at matching score level. In this paper, we
propose to use the Butterworth low-pass Filter (BLPF) to enhance
the MCI before feature extraction, and fuse the extracted line and
orientation features on the feature level. A series of experiments are
conducted by using The Hong Kong Polytechnic University (HKPU)
3-D palmprint database, which contains 8000 samples collected from
400 palms. The experimental results show that the proposed method
is very promising, outperforming significantly the methods in [9] and
[19]. Particularly, the proposed feature-level fusion can not only achieve
higher accuracy than the score level fusion presented in [19], but also
require much less matching time.

The rest of the paper is organized as follows. Section II discusses
the calculation of MCI. Section III introduces the line and orientation
feature extraction. Section IV presents the matching and fusion scheme.
Section V presents the experimental results and Section VI concludes
the paper.

II. MCI PROCESSING
A. Region of Interest Extraction

In [9], we have developed a structured-light-imaging-based 3-D
palmprint-acquisition device. The 3-D palmprint data are typical range
data, which are represented by cloud points. Fig. 1(c) shows a 3-D
palmprint sample (resolution: 768 x 576) collected by our device. For
a better visualization of the 3-D palmprint, Fig. 1(c) is rendered by
OpenGL. We can see that in the 3-D palmprint image, the cloud points
in the boundary area and in the fingers are not suitable for feature

1094-6977/$26.00 © 2010 IEEE
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Fig. 1.

(d)

ROI extraction of 3-D palmprint from its 2-D counterpart. (a) 2-D palmprint image, adaptively established coordinate system, and ROI (i.e., the rectangle).

(b) Extracted 2-D ROL. (c) 3-D palmprint image whose cloud points have a one-to-one correspondence to the pixels in the 2-D counterpart. (d) Obtained 3-D ROI

by extracting the cloud points corresponding to the pixels in 2-D ROIL

Fig. 2.

3-D ROI images (first row) and their MCI images (second row). The first three palmprint images are from different palms, while the last three palmprint

images are from the same palm. (Please note that we change the viewpoint of 3-D ROI for better visualization.)

extraction and recognition. Most of the useful and stable features lo-
cate in the center area of the palm. In addition, at different times when
the user puts his/her hand on the collecting device, there will be some
relative displacements of the positions of palm, even that we impose
some constraints on the users to place their hands. Therefore, before
feature extraction, it is necessary to perform some preprocessing to
align the palmprint and extract the central area of it, which is called the
region of interest (ROI) extraction.

Our 3-D palmprint data-acquisition device can capture a 3-D palm-
print image and a 2-D palmprint image simultaneously. As in [9], we
extract the 3-D ROI with the aid of its corresponding 2-D counterpart.
Fig. 1(a) shows a 2-D palmprint image, the established local coordinate
system by using the algorithm in [1] and the ROI (i.e., the rectangle).
Fig. 1(b) shows the extracted 256 x 256 2-D ROI. Because the points
in 3-D palmprint image have a one-to-one correspondence to the points
in its 2-D counterpart, we can easily obtain the 3-D ROI by extract-
ing the cloud points corresponding to the 2-D ROI. Fig. 1(d) shows
the extracted 3-D ROI from Fig. 1(c). (Note that we use a different
viewpoint to show the 3-D ROI in Fig. 1(d).) By using the ROI extrac-
tion procedure, the 3-D palmprint images are aligned so that the small
translation and rotation introduced in the data-acquisition process are
corrected. In addition, the data amount used in the following feature
extraction and matching process is significantly reduced. This will save
much computational cost.

B. Curvature Calculation

With the ROI obtained from the original 3-D palmprint data, stable
and unique features are expected to be extracted for the following
pattern matching and recognition. The mean and Gaussian curvatures
are intrinsic measures of a surface, i.e., they depend only on the surface
shape, but not on the way, how the surface is placed in the 3-D space

[10]. Thus, such curvature features are robust to the rotation, translation,
and even some deformation of the palm. From the study in [9], we
know that the mean curvature is more informative than the Gaussian
curvature in 3-D palmprint recognition. Thus, to save computation, we
only consider the mean curvature in the following development. We
adopt the algorithm in [11] to estimate the mean curvature from 3-D
palmprint data for its simplicity and effectiveness as follows:

(1 + (hy)Q)hxz — 2hrhy hzy + (1 + (hx)z)hyzl/

= 21+ () + ()22

)

where h is the height of the points on the palmprint to the reference
plane, h,, hy, h;,, h,,,and h,, are the first, second, and hybrid partial
derivatives of h to z- and y-coordinates separately.

With (1), the mean curvatures of a 3-D palmprint ROI can be cal-
culated. For better visualization and more efficient computation, we
convert the original curvature images into gray-level images with in-
teger pixels. We first normalize the mean-curvature value H to H as
follows:

H(i,j) = 0.5(H(i,7) — p)/(46) + 0.5 )
where 1 and § are the mean and standard deviation of the curvature
value. With (2), most of the curvature values will be normalized into
the interval [0,1]. We then map H (i, j) to an 8-bits gray-level image
G(i, j) as follows:

0, H(i,j) <0
G(i,§) = < round(255 x H(i,5)), 0< H(i,5)<1 (3)
255, H(i,§) > 1.

We call image G (i, j) the MCI. Fig. 2 illustrates the MCI images
from the same palm (at different times) and different palms. We can
see that the 2-D MCI images can well preserve the 3-D palm surface
features. Not only the principal lines, which are the most important
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Fig. 3. Noise removal of MCI. The first row is the original MCI, and the
second row is the MCI filtered by BLPF.

and stable features in palmprint recognition, are clearly enhanced in
MCIL but also the depth information of different shape structures is
well preserved.

C. Noise Removal

In the 3-D palmprint data-acquisition process, noise will be in-
evitably introduced. This can be clearly observed in the MCI images
in Fig. 2. The noise mainly comes from two sources. One is the system
electrical circuit hardware. Such system noise is often the mixture of
high-frequency periodical noise and white noise. The other source is
the imaging object, i.e., the palm. The palm is not a rigid object and its
small deformations in the data-collection process add random noise to
the collected data. It is necessary to remove noise from the raw MCI
images for a robust feature extraction. Considering the fact that these
noises will mainly fall into the high-frequency band, we simply use a
BLPF [12] to reduce them. The BLPF is defined as

1

H(wv) = T B o)/ Do

u=1,2,..., M,

v=1,2,...,N (&

where M N is the image size, D, is the cut-off frequency (20 is used
in our experiments), n is the order of BLPF and we set it to 4 by
experience, and D(u, v) is defined as

D(u,v) = [(u—M/2)* + (v — N/2)?]'/2. 5)

Denoting the noisy MCI by G, the denoised MCI is obtained as
follows:
G' =1FT(FT(G) - H) (6)

where FT denotes Fourier transform, and IFT denotes inverse Fourier
transform. Fig. 3 compares the MCI images before and after noise
removal, and we can clearly see that the image quality is much im-
proved, which will benefit greatly the following feature extraction and
matching.

III. LINE- AND ORIENTATION-FEATURE EXTRACTION
A. Line-Feature Extraction

The principal lines and strong wrinkles are the most stable and
significant features in the palmprint. In 3-D palmprint, these features
are represented by high curvature regions. Therefore, it is very easy to
extract the line feature from MCI by thresholding as follows:

1, G'(i,j) <c-
L(i,j)={ (,4) < e-tie %)

0, others

Fig. 4. Binarized MCI images. The white areas represent the high mean-
curvature region position.

where ¢ is a constant and p is the mean value of G'(i, j). We set ¢ =
0.7 in the experiments by experience. Note that binary image L can be
directly used for matching. Fig. 4 shows the binarized images of the
MCI images in Fig. 3.

B. Orientation-Feature Extraction

The line features extracted in Section II-A can indicate where the
significant structures will happen in a palm, but the orientations of
these line features are not implicitly represented. Apart from the line
features, the MCI also has many finer texture features, which can
be well characterized by local orientations as what has been done
in 2-D palmprint recognition [2]. The Gabor filters have excellent
capability to extract such features. By convolving the MCI with a
series of Gabor filters along different orientations, the orientation along
which the Gabor filter has the greatest response can be taken as the
orientation of that point. The orientation features can then be coded
and matched by angular distance for identification. This process is
called the CompCode scheme [2]. In this paper, the following Gabor
filter is used for extracting the orientations [13]

w

¢(:L',y,u), (9) _ 67(w2/8f<2)(41'/2+y/2)(eiwa" o ef(f\‘z/2)) (8)

2Tk

where 2’ = (x — x¢) cos0 + (y —yo)sinb, ¥y = —(x — ) sinf +
(y — yo) cos B, (xg, yo) is the center of the function, 6 is the orientation
of the Gabor functions in radians, and w = k/o is the radial frequency
in radians per unit length. We set o = 4.2 by experience, while & is a
coefficient defined by

(C)]

K= 21n2(2 +1)

20 — 1

where « is the half-amplitude bandwidth of the frequency response.
Here, we choose o = 1.3785 octave by experience. More information
about Gabor filters can be found in [13]. In this paper, we set the size
of Gabor filter template as 35 x 35 with the center position (17, 17).

Based on our experiments (see Section V for details), we
choose to use six Gabor filters with orientations § = 0,7/6,27/6,
3m/6,4m /6, and 57 /6 in the implementation for a good balance of
accuracy and efficiency. Convolving the six filters with the MCI, and
selecting the orientation that leads to the greatest response, we get the
orientation features of MCI. Fig. 5 shows an example, from which
we can see that the extracted orientations can well represent the local
directional structure in a neighborhood.

IV. LINE- AND ORIENTATION-FEATURE MATCHING AND FUSION
A. Feature Matching

For the binary line-feature map, we use the AND operation to calcu-
late the matching score between two maps. Denote by L, the binary
MCI image in the database and by L; the input MCI image. Suppose
the image size is n X m. The matching score between L, and L, is
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Fig. 5. Orientation map of an MCIL.
defined as
2 " La(iyg) EBL(’L])
R, — Zz 1 Z; 1 t (10)

D 2y Lali i)+ 300, 3 L

where symbol “@” means the AND logic operation. If L, and L; are
identical, we will have the maximum matching score R; = 1; on the
contrary, if L, and L, are extremely different, the matching score will
be R, = 0.

For orientation features, we use integers 0-5 to code the six orien-
tations 0, 7w /6, 27 /6, 37 /6, 47 /6, and 57 /6, respectively. Intuitively,
the distance between parallel orientations should be 0, while the dis-
tance between perpendicular orientations should be 3. In other cases,
the distance should be 1 or 2. Let D, and D; be the direction sets of
the MCI images. The matching score between them can be defined as

- rllm SN F(Dati ). D))

i=1 j=1

(1)

where F'(«, 3) represents the angular distance between « and 3

F(avﬂ) :min(‘afﬂ‘767 |a7ﬂ|)7 OZ,BE {07172737475}'
12)
Obviously, the value of F'(«, 3) can only be 0, 1, 2, or 3 as described
earlier.

B. Fusion Scheme

1) Score-Level Fusion: Suppose there are n matching scores and
denote them by R;, i = 1, 2, ..., n. The commonly used score-level
fusion techniques include min-score (MIN) Ryn = min(R;,
Ry,...,R,), max-score (MAX) Ryax = max(Ri,Ra,...,R,),
summation (SUM) Rsuym = (1/n) Y/ | R; and weighted average
(WA) methods [14], [15]. Because the equal error rate (EER) is an
important index of the matching result and it can be estimated by the
training database, the weights can be determined according to the corre-
sponding EER values. In [14], a WA scheme, called matcher weighting
(MW), is proposed in the following:

1/6i

n
Ryw = g wi Ry, w; = Zn—l/
i=1 j=1 /€

where w; is the weight of R; and e; is the corresponding EER. The
MW scheme assigns smaller weights to those features with higher EER
values. Here, we adopt this fusion scheme to fuse the matching scores
obtained by line and orientation features.

13)

TABLE I
CODING OF ORIENTATION FEATURES
Orientation | Bit 1 | Bit2 | Bit3

0 0 0 0
1 0 0

2 0 1 1
3 1 1 1
4 1 1 0
5 1 0 0

2) Feature-Level Fusion: For line and orientation features, after
coding them to bit planes, it is very convenient to combine these bit
planes for matching. The six types of orientation features can be coded
to 3-bits planes as illustrated in Table I [2]. The binary line-feature
map can be readily represented by another bit plane (i.e., the fourth
bit). Then, for each point in the MCI, we can use a 4-bits code to
describe the line and orientation features. Let B, and B, be the 4-bits
feature maps of two MCls. The matching score between them can be
efficiently calculated as follows:

Ry =
)P

(B (@, 5)n B (i, 5)) N

Z 1 22 (B (5) 0

(B (i, j) © B (i, 1))
B (i, 7))

(14)

where B! and B} are two masks, which indicate the nonpalmprint
pixels, B% and B} represent the kth bit plane of B, and B, respec-
tively, and ® is the bitwise exclusive OR operation.

V. EXPERIMENTAL RESULTS

In [9], a 3-D palmprint database has been established by
using the 3-D palmprint imaging device developed by the Bio-
metrics Research Center, HKPU. The database is available at
http://www4.comp.polyu.edu.hk/~biometrics/2D_3D_Palmprint.htm.
The PolyU 3-D palmprint database contains 8000 samples from 200
volunteers, including 136 males and 64 females between 10 and 55
years old. The 3-D palmprint samples were collected in two separated
sessions, and in each session, ten samples were collected from both
the left and right hands of each subject. The average time interval
between the two sessions is one month. The original spatial resolution
of the data is 768 x 576. After ROI extraction, the central part (256 x
256) is used for feature extraction and recognition. The z-value
resolution of the data is 32 bits. In data collection, each volunteer
contributed samples from both his/her right-hand palm and left-hand
palm. Samples collected from the same palm belong to the same class.
Therefore, there are 400 classes and each class contains 20 samples in
our database.

We performed two types of experiments on the established database:
verification and identification. The experiments were performed under
the Visual C++ 6.0 programming environment on a PC with Windows
XP Professional operation system and Pentium 4 CPU of 2.66-GHz and
1-GB RAM. In verification, the class of the input palmprint is known
and each of the 3-D samples was matched with all the other 3-D samples
in the database. A successful matching is called intraclass matching or
genuine, if the two samples are from the same class. Otherwise, the
unsuccessful matching is called interclass matching or impostor. Using
the established database, there are 31 996 000 matchings in total.

In extracting the orientation features, the number of Gabor filters
(see Section III-B) should be determined. To this end, we performed
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TABLE II
EER BY USING DIFFERENT NUMBERS OF GABOR FILTERS TO EXTRACT THE ORIENTATION FEATURES ON 3-D PALMPRINT DATABASE

Number of Gabor filters 4 5

7 8 9 10 11 12

EER (%) 0.56 | 0.38

0.32

0.3310.39]035]034[036]0.34

TABLE III
VERIFICATION PERFORMANCE AND RUNNING TIME BY DIFFERENT METHODS

Line feature Orientation Score level fusion Featurs: level MW][9]
feature fusion
With BLPF Yes No [19] Yes No [19] Yes No [19] Yes No No
Fe?tl;‘;fei‘ze 1568 | 1568 512 512 2080 | 2080 640 640 | 15680
EER 0.53% | 0.688% | 0.32% | 0.495% | 0.17% | 0.284% | 0.16% | 0.268% | 0.45%
Prepz‘i’:::s'“g 1.116s | 660ms | 1.116s | 660ms | 1.116s | 660ms | 1.116s | 660ms | 660ms
Fegture. 96ms 96ms 97ms 97ms 183ms 183ms 182ms 182ms 125ms
extraction time
Matching time | 0.35ms | 0.35ms | 0.15ms | 0.15ms | 0.50ms | 0.50ms | 0.25ms | 0.25ms | 3.45ms
100 = 100 T = o s T T
98| | '
X
[0)
[(ru 96 i <
3 ol | g 995) ]
(]
5 :
Q. o i =}
§ Proposed feature level fu-3|on :% Proposed feature level fusion
< 9t /.’ P Prt')pose.d score level fusion 2 —— — Proposed score level fusion
_g sal Orientation feature | é 99 Giaritation foature 1
2 @ MW(MCI+GCI+ST) [9] MW(MCI+GCI+ST) [9]
© g6} VAR Line seatre L L Line feature
7 Score lewel fusion[19] Score level fusion[19]
&4 -6 = 2 I 0 2 98.5 ‘ ‘ ‘ ‘ '
10 10 10 10 10 0 10 20 30 40 50 60
False Acceptance Rate % Rank
Fig. 6. ROC curves by different methods. Fig. 7. Cumulative match curves by different methods.

a series of experiments by using different numbers of Gabor filters
to extract the orientation features on the 3-D palmprint database. The
orientation # of the Gabor filters is evenly partitioned in [0, 7). For
example, if four Gabor filters are used, we have ¢ = 0, 7/4, 27/4, and
37/4. Table II lists the EER results by using 4-12 Gabor filters. We
can see that the lowest EER is got by six Gabor filters. Using more
than six Gabor filter cannot improve the accuracy, but increase the
computational cost. Therefore, we use six Gabor filters (0 = 0, 7/6,
27/6, 31/6, 47/6, and 57/6) in the following experiments.

The verification experiments were performed by using each of the
line and orientation features, as well as the fusion of them at score
level and feature level, respectively. We compared the proposed meth-
ods with the MW method in [9], which fuses MCI, Gaussian curva-
ture image (GCI), and surface type (ST) features on score level, and
the score level fusion method in [19]. The ROC curves are shown
in Fig. 6. The EER values are listed in Table III, where the feature
size, the preprocessing, feature extraction, and matching time by us-
ing different features are also listed. The preprocessing in this pa-
per includes ROI extraction and BLPF-based noise removal, while
the preprocessing in [9] and [19] only includes ROI extraction. The

BLPF filtering costs about 0.5 s, but it improves the recognition ac-
curacy significantly. From Fig. 6 and Table III, we can see that the
proposed fusion methods get much lower EER than other methods.
Between score-level fusion and feature-level fusion, the latter can
achieve slightly better EER while requiring only half of the match-
ing time. This implies that fusing the line and orientation features at
feature level could be a more practical solution to real time 3-D palm-
print identification in a relatively large-scale database.

The experiments of identification were also conducted on the
3-D palmprint database. In identification, we do not know the class
of the input palmprint, but want to identify which class it belongs to.
In the experiments, we let the first sample of each class in the database
be template and use the other samples as probes. Therefore, there are
7600 probes and 400 templates. The probes were matched with all
the templates models, and for each probe, the matching results were
ordered according to the matching scores. Then, we can get the cu-
mulative match curves as shown in Fig. 7. The cumulative matching
performance, rank-one recognition rate, and lowest rank of perfect
recognition (i.e., the lowest rank when the recognition rate reaches
100%) are listed in Table IV. From the experimental results, we can
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TABLE IV
IDENTIFICATION PERFORMANCE BY DIFFERENT METHODS
Line feature Orientation Score level fusion Featurc_e level MW [9]
feature fusion

With BLPF Yes No [19] Yes No [19] Yes No [19] Yes No No

Rank-one 98.71% | 98.46% | 99.24% | 99.11% | 99.76% | 99.68% | 99.79% | 99.71% | 98.95%
recognition rate
Lowest rank for 57 71 39 46 28 36 25 34 50
perfect recognition

see that the performance of the proposed fusion scheme is much better
than the other three methods.

VI. CONCLUSION

This paper presented simple yet efficient schemes to extract and
fuse the line and orientation features of 3-D palmprint for recognition.
After the 3-D palmprint image was captured, the ROI was extracted,
from which the MCI was calculated. By using help to remove the high-
frequency noise, we extracted the line and orientation features from
MCI, which are robust features for palmprint recognition. The score
level and feature-level fusion of the two types of features were pro-
posed to match and classify the palmprints. A series of verification and
identification experiments were performed on the HKPU 3-D palm-
print database with 8000 samples from 200 individuals (400 palms).
The experimental results showed that both the score level and feature-
level fusion of line and orientation features can have much better results
than using only one of them and the existing 3-D palmprint-recognition
methods. Particularly, the feature-level fusion of line and orientation
features can achieve better accuracy than the score-level fusion while
requiring less matching time.
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