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An Online System of Multispectral
Palmprint Verification
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Abstract—Palmprint is a unique and reliable biometric charac-
teristic with high usability. With the increasing demand of highly
accurate and robust palmprint authentication system, multispec-
tral imaging has been employed to acquire more discriminative
information and increase the antispoof capability of palmprint.
This paper presents an online multispectral palmprint system
that could meet the requirement of real-time application. A data
acquisition device is designed to capture the palmprint images
under Blue, Green, Red, and near-infrared (NIR) illuminations
in less than 1 s. A large multispectral palmprint database is then
established to investigate the recognition performance of each
spectral band. Our experimental results show that the Red channel
achieves the best result, whereas the Blue and Green channels
have comparable performance but are slightly inferior to the NIR
channel. After analyzing the extracted features from different
bands, we propose a score level fusion scheme to integrate the
multispectral information. The palmprint verification experiments
demonstrated the superiority of multispectral fusion to each single
spectrum, which results in both higher verification accuracy and
antispoofing capability.

Index Terms—Biometrics, multispectral, orientation code,
palmprint verification, score level fusion.

I. INTRODUCTION

B IOMETRICS refers to the study of methods for recogniz-
ing humans based on one or more physical or behavioral

traits [1, 2]. As an important biometrics characteristic, palm-
print has been attracting much attention [3]–[14] because it has
merits, such as high speed, user friendliness, low cost, and high
accuracy. However, there is room for improvement of online
palmprint systems in the aspects of accuracy and capability
of spoof attacks [26]. Although 3-D imaging could be used
to address these issues, the expensive and bulky device makes
it difficult to be applied for real applications. One solution
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to these problems can be multispectral imaging [15]–[17],
which captures an image in a variety of spectral bands. Each
spectral band highlights specific features of the palm, making
it possible to collect more information to improve the accuracy
and antispoofing capability of palmprint systems.

Multispectral analysis has been used in palm-related authen-
tication [18]–[21], [33]. Rowe et al. [19] proposed a multispec-
tral whole-hand biometric system. The object of this system
was to collect palmprint information with clear fingerprint fea-
tures, and the imaging resolution was set to 500 dpi. However,
the low speed of feature extraction and feature matching makes
it unsuitable for real-time applications. Likforman-Sulem et al.
[20] used multispectral images in a multimodal authentication
system; however, their system used an optical desktop scanner
and a thermal camera, which make the system very costly. The
imaging resolution is also too high (600 dpi, the FBI fingerprint
standard) to meet the real-time requirement in practical biomet-
ric systems. Wang et al. [21] proposed a palmprint and palm
vein fusion system that could simultaneously acquire two kinds
of images. The system uses one color camera and one near-
infrared (NIR) camera and requires a registration procedure of
about 9 s. Hao et al. [18], [33] developed a contact-free mul-
tispectral palm sensor. However, the image quality is limited,
and hence, the recognition accuracy is not very high. Overall,
multispectral palmprint scanning is a relatively new topic, and
the aforementioned works stand for the state-of-the-art work.

The information presented by multiple biometric measures
can be consolidated at four levels: 1) image level; 2) feature
level; 3) matching score level; and 4) decision level [25].
Wang et al. [21] fused palmprint and palm vein images by
using a novel edge-preserving and contrast-enhancing wavelet
fusion method for use of the personal recognition system.
Some good results in accuracy were reported, but the image
registration procedure in it takes 9 s, which hinders it from
real-time implementation. Hao et al. [18] evaluated several
well-known image-level fusion schemes for multispectral palm
images. However, their data set was too small (84 images) to be
conclusive. In [33], Hao et al. extended their work to a larger
database and proposed a new feature-level registration method
for image fusion. The results by various image fusion methods
were also improved. Although image- and feature-level fusion
can integrate the information provided by each spectral band,
the required registration procedure is often too time consuming
[21]. As to matching score fusion and decision level fusion,
it has been found [25] that the former works better than the
latter because match scores contain more information about the
input pattern, and it is easy to access and combine the scores
generated by different matchers. For these reasons, information
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Fig. 1. Cross-sectional anatomy of the skin.

fusion at score level is the most commonly used approach
in multimodal biometric systems and multispectral palmprint
systems [19], [20].

In this paper, we propose a low-cost multispectral palmprint
system that can operate in real time and acquire high-quality
images. The proposed system collects palmprint images in the
visible and NIR spectra. Compared with traditional palmprint
recognition approaches, the developed system can improve
much the recognition accuracy by fusing the information pro-
vided by multispectral palmprint images at the score level. On
the other hand, by utilizing the correlation between spectra, the
system is robust to antispoof attack.

The rest of this paper is organized as follows: Section II
describes the developed online multispectral palmprint sys-
tem. Section III introduces the multispectral palmprint analysis
methodology. Section IV reports our experimental results in
a large multispectral palmprint database. Section V gives the
conclusions and future work.

II. ONLINE MULTISPECTRAL PALMPRINT SYSTEM DESIGN

In this section, we describe the components of our proposed
system and its parameters. The two basic considerations in the
design of a multispectral palmprint system are the following:
1) the color-absorptive and color-reflective characteristics of

human skin and 2) the light spectra to be used when acquiring
images. Human skin is made up of three layers: 1) epidermis;
2) dermis; and 3) subcutis, as shown in Fig. 1. Each layer will
contain a different proportion of blood and fat. The epidermis
also contains melanin, whereas the subcutis contains veins
[22]. Different light wavelengths will penetrate to different skin
layers and illuminate in different spectra. NIR light penetrates
human tissue further than visible light, and blood absorbs more
NIR energy than the surrounding tissue (e.g., fat or melanin)
[23]. Our system acquires spectral information from all three
dermal layers by using both visible and NIR bands. In the vis-
ible spectrum, a three-monocolor LED array is used with Red
peaking at 660 nm, Green peaking at 525 nm, and Blue peaking
at 470 nm. In the NIR spectrum, an NIR LED array peaking
at 880 nm is used. It has been shown that light in the 700- to
1000-nm range can penetrate human skin, whereas 880–930 nm
provides a good contrast of subcutaneous veins [23].

Fig. 2 shows the structure of the designed multispectral palm-
print image acquisition device, and Fig. 3 shows the prototype
of our device. It consists of a charge-coupled device (CCD)
camera, lens, an A/D converter, a multispectral light source,
and a light controller. A monochromatic CCD is placed at the
bottom of the device. The A/D converter connects the CCD
and the computer. The light controller is used to control the
multispectral light.
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Fig. 2. Structure of the multispectral palmprint acquisition device.

Fig. 3. Prototype of the proposed multispectral palmprint system.

The system can capture palmprint images in a resolution of
either 352 × 288 or 704 × 576. A user is asked to put his/her
palm on the platform. Several pegs serve as control points for
the placement of the user’s hands. Four palmprint images of the
palm are collected under different spectral lights. The switching
time between the two consecutive lights is very short, and the
four images can be captured in a very short time (< 1 s).

Fig. 4 shows a typical multispectral palmprint sample in the
a) Blue, b) Green, c) Red, and d) NIR bands. It can be observed
that the line features are clearer in the Blue and Green bands
than in the Red and NIR bands. While the Red band can reveal
some vein structure, the NIR band can show the palm vein
structures as well as partial line information. In our system, the
palm vein structure acquired in the NIR band is not as clear
as that reported in [23], because the CCD in our system is
a standard closed-circuit television camera, instead of a NIR-
sensitive camera, to reduce cost. Moreover, we do not add an
infrared filter in front of the CCD because the infrared filter
would cut off the visible light and affect the acquisition of clear
palmprint images under the visible spectrum.

Fig. 4. Typical multispectral palmprint sample. (a) Blue. (b) Green. (c) Red.
(d) NIR. The white square is the ROI of the image.

A region of interest (ROI) will be extracted from the palm-
print image for further feature extraction and matching. This
can reduce the data amount in feature extraction and matching
and reduce the influence of rotation and translation of the palm.
In this paper, the ROI extraction algorithm in [8] is used and
applied to the Blue band to find the ROI coordinate system.
After ROI extraction, the translation or rotation is usually small
between two images. Thus, no more registration procedure is
necessary. Fig. 4 shows the ROI of the palmprint image, and
Fig. 5 shows the cropped ROI images.

After obtaining the ROI for each band, feature extraction
and matching will be applied to these ROI images. The final
verification decision will be made by score-level fusion of all
bands. Fig. 6 shows the framework of the proposed online
verification system.

III. MULTISPECTRAL PALMPRINT IMAGE ANALYSIS

In this section, we first describe how features are extracted
and matched for each spectrum band of multispectral palmprint
images and then analyze the correlation between the spectral
bands. Finally, a score-level fusion scheme is presented for
decision making.

A. Feature Extraction and Matching for Each Band

There are mainly three kinds of algorithms currently used
in palmprint authentication: 1) subspace learning [3]–[5];
2) line detection [6], [7]; and 3) texture-based coding [8]–[11].
The online system usually uses texture-based coding because
it has high accuracy and is robust to illumination and fast
for matching. The proposed system employs orientation-based
coding [10], which is a state-of-the-art texture-based coding
algorithm, for feature extraction.
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Fig. 5. ROI of Fig. 4. (a) Blue. (b) Green. (c) Red. (d) NIR.

Fig. 6. Framework of the online verification system.

By viewing the line features in palmprint images as negative
lines, we apply six Gabor filters along different directions
(θj = jπ/6, where j = {0, 1, 2, 3, 4, 5}) to the palmprint im-
ages for orientation feature extraction. For each pixel, the
orientation corresponding to the minimal response is taken as
the feature at this pixel [10]. The employed Gabor filter is

ψ(x, y, ω, θ) =
ω√
2πκ

e−
ω2

8κ2 (4x′2+y′2)
(
eiωx′ − e−

κ2
2

)
(1)

where x′=(x−x0) cos θ+(y−y0) sin θ, y′=−(x−x0) sin θ+
(y − y0) cos θ, (x0, y0) is the center of the function, ω is the
radial frequency in radians per unit length, θ is the orientation
of the Gabor functions in radians, κ =

√
2 ln 2((2φ + 1)/(2φ −

1)), and φ is the half-amplitude bandwidth of the frequency
response. To reduce the influence of illumination, the direct
current is removed from the filter. Fig. 7 shows some feature
maps extracted from Fig. 5 using a variety of parameters.

Since there are totally six different orientations, we can code
them by using 3 bits, as listed in Table I. This coding scheme is
to make the bit-wise difference proportional to the angular dif-

ference [10]. Therefore, the difference between two orientation
maps could be measured by using the Hamming distance as

D(P,Q) =

M∑
y=0

N∑
x=0

3∑
i=1

(
P b

i (x, y) ⊗ Qb
i (x, y)

)

3M ∗ N
(2)

where P and Q represent two palmprint orientation feature
maps, and P b

i and Qb
i are the ith bit plane of P and Q,

respectively. The symbol “⊗” represents bitwise exclusive OR.
Obviously, D is between 0 and 1, and for perfect matching, the
distance will be 0.

To further reduce the influence of imperfect ROI extraction,
in matching, we translate one of the two feature maps vertically
and horizontally from −3 to 3. The minimal distance obtained
by translated matching is treated as the final distance.

B. Interspectral Correlation Analysis

To remove the redundant information of multispectral im-
ages, we investigate the correlation between different bands in
a quantitative way. By using the Gabor filter in (1), palmprint
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Fig. 7. Feature map extracted from Fig. 5. Different gray values represent different orientation features. The three maps in each column from left to right are all
extracted from the same ROI but using three different parameters. Thus, (a)–(c) are extracted from Blue, (d)–(f) are extracted from Green, and (g)–(i) are extracted
from Red. The maps in the fourth column (j)–(l) are extracted from NIR. The same setting is used for each row.

TABLE I
BIT REPRESENTATION OF THE ORIENTATION CODING

TABLE II
STATISTIC OF INTERSPECTRAL DISTANCE

features are individually extracted for each spectral band, and
then the interspectral distance is computed by (2) for the same
palm. Table II shows the statistics of interspectral distance, and
Table III shows that of intraspectral distance. From Table II,
we can see that as the difference between spectra increases,
the feature difference increases. For example, the average dif-
ference between Blue and Green is 0.1571, whereas that of
Blue and NIR is 0.3910. This indicates that different spectra

TABLE III
STATISTIC OF INTRASPECTRAL DISTANCE

can be used to highlight different textural components of the
palm. Meanwhile, compared with the impostor distance, which
can be assumed to be independent and close to 0.5 [28],
the interspectral distance is much smaller, which shows that
different spectral bands are correlated rather than independent.

C. Score Level Fusion Scheme

Generally, the more information is used, the better per-
formance could be achieved. However, since there is some
overlapping of the discriminating information between different
bands, a simple summing of the matching scores of all the bands
may not improve much the final accuracy. Suppose there are k
kinds of features (FX

i , i = {1, 2, . . . , k}). For two samples X
and Y , the distance using the simple sum rule is defined as

dSum(X,Y ) =
k∑

i=1

d
(
FX

i , FY
i

)
(3)

where d(FX
i , FY

i ) is the distance for the ith feature.
Fig. 8 shows an example of score-level fusion by summation.

There are two kinds of features (FX
i , i = {1, 2}) for three

samples {X1,X2, Y1}, where X1 and X2 belong to the same
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Fig. 8. Example of sum score fusion.

Fig. 9. Overlapping features between different spectra. (Black pixels rep-
resent overlapping features, whereas white pixels represent nonoverlapping
features.)

class, and Y1 belongs to another class. By (3), we can get
dSum(X1,X2) = 9, and dSum(X1, Y1) = 8. In fact, the true
distances between X1 and X2, and X1 and Y1 without infor-
mation overlapping should be 5 and 6, respectively. Because
there is an overlapping part between the two features, it will be
counted twice by using the sum rule [see (3)]. Sometime, such
kind of overcomputing may make the simple score-level fusion
fail, as shown in the foregoing example. For multispectral
palmprint images, most of the overlapping features between
two spectral bands locate on the principal lines, as shown in
Fig. 9. By using the sum rule [see (3)], those line features will
be overcounted so that it may fail to classify two palms with
similar principal lines.

From the preceding analysis, we can see that if we can find
a score-level fusion strategy to reduce the overlapping effect,
better verification result can be expected. The “U” operator in
the set theory gives us a good hint, which is defined as

X ∪ Y = X + Y − X ∩ Y. (4)

Based on (4), we define a score-level fusion rule that tends to
minimize the overlapping effect on the fused score as

dF1∪F2(X,Y ) = d(F1) + d(F2) − d(F1 ∩ F2)
= d

(
FX

1 , FY
1

)
+ d

(
FX

2 , FY
2

)

−
(
d

(
FX

1 , FY
1

)
+ d

(
FX

2 , FY
2

))
2

∗ POP(F1, F2) (5)

TABLE IV
STATISTICAL PERCENTAGE (IN PERCENT) OF OVERLAPPING FEATURES

BETWEEN AND AMONG DIFFERENT SPECTRAL BANDS

ON HALF OF THE DATABASE

where POP(F1, F2) is the overlapping percentage between
two feature maps. Here, two assumptions are made. First, we
assume that the overlapping percentage of two feature maps is
nearly the same for different palms. There are two reasons for
us to make this assumption. One reason is that the difference
of overlapping percentage between different palms is relatively
small, as can be seen in Table IV. The other reason is that
although POP(F1, F2) can be computed for any given two
feature maps, it will spend some computational cost and, hence,
may be a burden in time-demanding applications. Thus, to im-
prove the processing speed, we fix POP(F1, F2) as the average
value computed from half of the database. The second assump-
tion we made is that the overlapping is uniformly distributed
across the feature map. Thus, we can use ((d(FX

1 , FY
1 ) +

d(FX
2 , FY

2 ))/2) ∗ POP(F1, F2) as an approximation distance
in the overlapping part.

By using (5), the distances between X1 and X2, and X1 and
Y become 6.75 and 6, respectively. It is much closer to the true
distance than using (3). Similarly, we could extend the fusion
scheme to fuse more bands, e.g., three spectral bands as in

dF1∪F2∪F3(X,Y )
= d

(
FX

1 , FY
1

)
+ d

(
FX

2 , FY
2

)
+ d

(
FX

3 , FY
3

)

−
(
d

(
FX

1 , FY
1

)
+ d

(
FX

2 , FY
2

))
2

∗ POP(F1, F2)

−
(
d

(
FX

1 , FY
1

)
+ d

(
FX

3 , FY
3

))
2

∗ POP(F1, F3)

−
(
d

(
FX

2 , FY
2

)
+ d

(
FX

3 , FY
3

))
2

∗ POP(F2, F3)

+

(
d

(
FX

1 , FY
1

)
+ d

(
FX

2 , FY
2

)
+ d

(
FX

3 , FY
3

))
3

∗ POP(F1, F2, F3). (6)

Because different bands highlight different features of the
palm, these features may provide different discriminate capa-
bilities. It is intuitive to use weighted sum as

dWeightSum =
n∑

i=1

widi (7)

where wi is the weight on di, the distance in the ith band, and
n is the number of total bands. Equation (3) can be regarded as
a special case of (7) when the weight is 1 for each spectrum.
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Using the reciprocal of the equal error rate (EER, a point
when the false accept rate (FAR) is equal to the false reject
rate (FRR)) as the weight is widely used in biometric systems
[30]. If we take d′i = widi as the normalized distance for band i,
then we can extend our proposed score-level fusion scheme to
weighted sum: multiply the original distance with the weight
for normalization and then substitute the new distance into
(5) or (6).

IV. EXPERIMENTAL RESULTS

In this section, we report the experimental results on a
large database. Section IV-A introduces the establishment of
our multispectral palmprint database. Section IV-B reports the
verification results on each band. Section IV-C reports the
results using the proposed fusion scheme. Section IV-D shows
some simple antispoofing tests. Finally, Section IV-E discusses
the speed.

A. Multispectral Palmprint Database1

We collected multispectral palmprint images from 250 indi-
viduals using the developed data acquisition device. The sub-
jects were mainly volunteers from our institute. In the database,
195 people are male, and the age distribution is from 20 to
60 years old. We collected the multispectral palmprint images
on two separate sessions. The average time interval between the
two occasions is 9 days. On each session, the subject was asked
to provide six samples of each of his/her left and right palms.
Therefore, our database contains 6000 images for each band
from 500 different palms. For each shot, the device collected
four images from the four bands (Red, Green, Blue, and NIR)
in less than 1 s. In palmprint acquisition, the users are asked
to keep their palms stable on the device. The resolution of the
images is 352 × 288 (< 100 dpi).

B. Palmprint Verification on Each Band

As shown in Fig. 5, different bands can have different fea-
tures of palm, providing different discriminate information for
personal authentication. For different bands, different parame-
ters should be used for better recognition results. This section
is to investigate which spectral band works better for palmprint
verification. Specifically, we try to find which band is preferred
for palmprint verification via an experimental point of view.

In the following experiment, we set up a subset from the
whole database by only using the first session images, totally
3000 images for each band. The subset is used for parame-
ter selection in feature extraction. To obtain the verification
accuracy, each palmprint image is matched with all the other
palmprint images of the same band in the training database.
A match is counted as a genuine matching if the two palm-
print images are from the same palm; otherwise, the match is
counted as impostor matching. The total number of matches is
3000 × 2999/2 = 4 498 500, and among them, there are 7500

1The database will shortly be available on the Biometrics Research Centre
(BRC, www.comp.polyu.edu.hk/~biometrics) website.

TABLE V
STATISTICS OF EER UNDER DIFFERENT

PARAMETERS FOR DIFFERENT BANDS

(6 × 500 × 5/2) genuine matching, and the others are impostor
matching. The EER is used to evaluate the performance.

As stated in Section III, there are two variables for the Gabor
filter: 1) κ and 2) ω. Different parameters may get different
feature maps, as shown in Fig. 5. It is impossible to exhaustively
search in the parameter space to find the optimal parameters for
each band. We evaluate on 20 and 15 different values for κ and
ω, respectively; thus, the total number of combination trial is
300. Here, the Gabor filter size is fixed as 35 × 35.

Some statistics of the EER are listed in Table V. Due to
the limit of space, we do not show all the experiment results.
Because of the different spectral characteristics of the different
bands, the optimal (corresponding to minimal EER) parameters
for different bands are different. Some findings could be found
in Table V. First, the Red and NIR bands have better EER than
the Blue and Green bands. This is mainly because Red and
NIR could capture not only most of the palm line information
but also some palm vein structures. This additional palm vein
information helps classify those palms with similar palm lines.
Fig. 10 shows an example: the two multispectral images of
different palms have small distance under Blue [(a) and (e)] or
Green [(b) and (f)] bands, which may lead to a false match;
however, their distance under Red [(c) and (g)] or NIR [(d) and
(h)] bands is large, which will lead to a correct match.

Second, the EER of NIR is higher than that of Red. There
are mainly two reasons. First, the palm lines in the NIR band
is not as strong as those in the Red band because NIR light can
penetrate deeper the palm skin than Red light, which attenuates
the reflectance. Second, some people, particularly females, have
very weak vein structures under NIR light because their skin
is a little thicker [24]. Fig. 11 shows an example. Fig. 11(b)
and (d) shows the NIR images of a palm. The line structure
in the two images is very weak compared with Fig. 11(a) and
(c), which are the Red images of the palm. Meanwhile, the vein
structure in Fig. 11(b) and (d) is not strong enough. Thus, the
palm will falsely be recognized in the NIR band, whereas it
can be recognized in the Red band. Third, the performance of
the Blue and Green bands is very similar. As can be seen in
Figs. 5 and 10, the palm lines in the Blue and Green bands
look very similar. Last but not the least, the accuracy on short-
wavelength bands (Blue and Green) is much more robust to
parameter selection than that on long-wavelength bands (Red
and NIR). One possible reason is that short-wavelength light
scatters more than long-wavelength light [27], so palm lines are
much thicker and clearer under short spectra.

We perform the palmprint verification on the whole database
with the optimal parameters for each band. The same matching
strategy is used as before. The numbers of genuine matching
and impostor matching are 33 000 and 17 964 000, respectively.
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Fig. 10. Multispectral images of two different palms that are wrongly recognized under Blue or Green spectrum, but can correctly be recognized under Red or
NIR spectrum. From (a)–(b) or (e)–(h), the four images correspond to Blue, Green, Red, and NIR, respectively.

Fig. 11. Example of palm that is falsely recognized in NIR band but can correctly be recognized in the Red band. (a) and (c) Collected under Red light.
(b) and (d) Collected under NIR light.

Fig. 12. Verification performance using optimal parameters for each
spectrum.

The receiver operating characteristic curves for different spec-
tral bands are shown in Fig. 12. The EER values for Blue,
Green, Red, and NIR are 0.0520%, 0.0575%, 0.0212%, and
0.0398%, respectively. The accuracy on each single band is
comparable with those of state-of-the-art (EER: 0.024%) [32]
on the public palmprint database [31] collected under white
illumination.

C. Palmprint Verification by Fusion

The four bands can be fused to further improve the palmprint
verification accuracy. Table VI lists the accuracy results by four
different fusion schemes: 1) original weighted sum (w = 1);
2) proposed weighted sum (w = 1); 3) original weighted sum
(w = 1/EER); and 4) proposed weighted sum (w = 1/EER).
Some findings could be obtained. First, all fusion schemes can
result in smaller EER than a single band except the fusion of
Blue and Green (this is because the feature overlapping between
them is very high), which validates the effectiveness of multi-
spectral palmprint authentication. Second, using the reciprocal
of the EER as the weight usually leads to better results than
the equal-weight scheme. Third, the proposed fusion scheme,
which could reduce the feature overlapping effect, achieves
better results than the original weighted-sum method. It can
be verified that (5) can be rewritten as (7), and it is actually
a weighted ((1 − POP(F1, F2))) distance of (3), e.g.,

dF1∪F2(X,Y ) = d(F1) + d(F2) − d(F1 ∩ F2)

= d
(
FX

1 , FY
1

)
(1 − POP(F1, F2))

+ d
(
FX

2 , FY
2

)
(1 − POP(F1, F2))

=
(
d

(
FX

1 , FY
1

)
+ d

(
FX

2 , FY
2

))

× (1 − POP(F1, F2)) . (8)
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TABLE VI
ACCURACY MEASUREMENT COMPARISON BY DIFFERENT FUSION SCHEMES

Fig. 13. Example of antispoof test. (a)–(d) Images of a true palm taken under Blue, Green, Red, and NIR. (e)–(h) Images of a fake palm taken under Blue, Green,
Red, and NIR. The distance between two images is shown on or near a double arrow curve.

The best result is obtained by fusing Red and Blue bands,
which leads an EER as low as 0.0121%. To the best of our
knowledge, our multispectral palmprint database (250 subjects)
is the largest database so far. The numbers of subjects in
the databases of [18]–[21] and [33] are 7, 50, 100, 120, and
165, respectively. Among them, only the size of the database
by Hao et al. [33] is close with ours. However, the best
EER of their work is 0.50%, which is much worse than ours
(0.0121%).

Although our fusion scheme verifies that the accuracy could
be improved by fusing the features across spectral bands,
sometimes the fusion of three or four bands is not better than
the fusion of two bands. Certainly, it is possible that a better
fusion scheme could be developed to more efficiently fuse the
different features in different bands. How to further improve the
fusion result will be explored in our future work.

D. Antispoofing Test

A good biometric system should be robust to spoof attacks.
To test the antispoofing ability, a simple test is implemented.
A palmprint image in Blue band is printed on a paper, and
then this paper is used as a fake palm to attack the system.
For comparison, we apply this test to both the single-spectral
(i.e., the Blue channel) system and the multispectral system. As
shown in Fig. 13, the faked palmprint is easy to pass the single-
spectral system, and the distance (0.3767) between (a) and (e)
is smaller than the mean impostor distance (0.4621, refer to
Table II) and close to the verification threshold in our system.
However, it is hard to pass the multispectral system because
the distances in other bands are big. For example, the distance
(0.4426) between (d) and (h) is close to the mean impostor
distance (0.4627) and far away from the verification thresh-
old. Moreover, because the reflectance of the fake material
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TABLE VII
EXECUTION TIME

(paper in this example) is different from that of the skin, the
distance between Blue and NIR bands of the faked palm is very
small compared with that of the true palm (refer to Table II).
Thus, this feature can be used for liveness detection to improve
the robustness of our system.

E. Speed

The system is implemented using Visual C++6.0 on a PC
with Windows XP, T6400 CPU (2.13 GHz), and 2-GB random
access memory. The execution time for each step is listed
in Table VII. The total execution time of verification is less
than 1.3 s, which is fast enough for real-time application. As
the speed of matching is fast, it can easily be extended to
the identification system. For example, for 1-to-1000 identi-
fication, the total time cost is only 1.5 s. By optimizing the
program code, it is possible to further reduce the computa-
tional time.

V. CONCLUSION

In this paper, we have proposed an online multispectral palm-
print system for real-time biometric authentication. Using palm
line orientation code as features, we first evaluated palmprint
verification using a single spectrum. It was verified that Red
and NIR bands have better results than Blue and Green bands
because they could capture not only palm line features but also
palm vein features. Since the palm lines acquired from NIR
are not as clear as those from Red, and the palm vein structure
obtained from NIR solely is not discriminate enough, the NIR
is a little inferior to Red. The Blue and Green bands have very
similar results, and they are more robust to parameter selection
than long-wavelength bands (Red and NIR bands).

Since different bands highlight different texture information,
the fusion of them could significantly reduce the EER. It was
found that the fusion of Red and Blue achieves the best result.
A new score-level fusion scheme originating from the set theory
was proposed to reduce the overlapping effect between bands.
Experimental results show the effectiveness of our scheme. It
was also found that due to the much redundant information
across some bands, the fusion of three or four bands may not
achieve better result than the fusion of two bands. How to
better fuse the multispectral information will be investigated in
the future.
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