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Denoising by Spatial Correlation Thresholding
Lei Zhang and Paul Bao

Abstract—This paper presents a spatial-correlation thresh- Sadleret al. employed the multiscale products of WT for step
olding scheme for noise reduction by wavelet transform. Observing detection and estimation.
that edge structures are of high magnitude across wavelet scales Thresholding is efficient but does not take advantage of the

but noise decays rapidly, we multiply two adjacent wavelet scales lation inf i let | hile the latt
to form a spatial-correlation function to enhance significant struc- correlation iniormation across wavelet scales, while the latler

tures and dilute noise. Dissimilar to the traditional thresholding IS €xploited by the spatial selective technique. To combine the
schemes that apply threshold to the wavelet coefficients, the merits of the two techniques, this paper presents a spatial-cor-
proposed scheme applies threshold directly to the scale correla- relation thresholding scheme where the adjacent wavelet scales
tion. A robust threshold is presented and experiments show that are multiplied to amplify edge structures and dilute noise.
the proposed scheme outperforms the traditional thresholding . . - .
methods. Then a threshold is determined and applied to the multiscale

products to identify significant structures. The spatial-corre-
lation threshold will better distinguish edge structures from
noise than the traditional threshold imposed directly on wavelet
coefficients.

Index Terms—tmage denoising, spatial correlation, threshold,
wavelet transform.

I. INTRODUCTION

ENOISING is essential in image analysis. Wavelet IIl. WAVELET SPATIAL CORRELATION

transform (WT) [1]-{3] -based schemes have proved to Suppose function)(x) is a mother wavelet. Lep;(x) =

be effective, especially the nonlinear threshold-based denmsmqq/;(g iz) be the dilation of mother wavelgt(z) on dyadic
schemes [6]-[9]. In these approaches, a threshold is pres%muence{w} jez- The dyadic wavelet transform (DWT) of
determine if a wavelet coefficient should be preserved (shrun}t@x at scale2’ and positionz is
or eliminated.

Donoho proposed wavelet shrinkagenethod [6]. Thesoft W,f(z) = f=*1;(x) (1)
thresholdt = o+/2log N presented in his method proved to
be smoothandadaptivein minimax sense, where is the stan- where * denotes convolution operation. In the case of
dard deviation of the additive noise andis the signal length. images, two wavelets)!(z,y) and v?(x,y) should be de-
The wordsoftimplies that it shrinks the inpub to zero by fined. Let’(x) = 27%/¢’(277z,277y) be the dilation of
amountt, i.e.,n:(w) = sgn(w) - max(0, |w| — t). Following +(z,y),i = 1,2. The DWT of f(x, ) at scale2’ and position
Donoho’s pioneering work, some newsftthresholds were pre- (z,y) has two components
sented [7]-[9]. Paet al.[8] proposed éard thresholdt(j) = , ‘
co; for nonorthogonal wavelet transforms, whetgis the stan- Wif(z,y) = f*¢j(z,y), i=1,2 (2)
dard deviation of noise at thgh scale and is a constant be-
tween 3 and 4. The wordard implies that the inputv is pre- The fast algorithm of 2-D DWT is illustrated in Fig. 1 [2].
served if it is greater than the threshold, otherwise set to zeroSingularities and noise have different evolution across
ne(w) = w-1{|w| > t}. Generally, soft threshold yields smallemwavelet scales [1]. In the WT domain, edge structures will
risk in minimax sense but mayver-smoothhe images. evolve with considerable peaks along scales but noise will

In wavelet domain, the edge structures will evolve with otsleteriorate rapidly. Multiplying the adjacent wavelet subbands
servable magnitudes across scales while noise decreases rapigiyld enhance edges while diluting noise. An edge structure
[1]. Based on this observation, Xet al. [5] presented a spa- May be centered with relative shifts at different scales, which
tially selected filtering technique, where the adjacent scales®fggests that the adjacent wavelet scales should be multiplied
WT are multiplied and an iterative selection is utilized to iderWith some relative translations to maximize the product. In

tify the edge structures. The scheme was improved in [8]. In [4Jractice, it is sufficient to amplify the edge structures by em-
ploying two adjacent scales. We define the spatial-correlation
function as
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S f =S, f be suppressed as noise. Contrarily,ig relatively small, many
HyH Hy=> e H, —H, —> noisy pixels would be undesirably preserved. These thresholds
Sof make no use of the correlation information distributed between
W' f W) f wavelet scales. In the spatial correlatiBj} image edges would
Go —> G, —> be strengthened and noise would be diluted, which leads to an
) w2 effective discrimination between edges and noise.
G, M G',_,u-—’»f In this paper, a new denoising method, sipatial-correlation
thresholding is proposed. A thresholti.(j) is applied toPL

o1 2.0 DWT struct here fitei, () is the2* dilation of Ho(Go) to identify the significant structureg..(;) is a scale- dependent
1g. 1. - structure, where 1l i ;) Isthe2® dilation of Hy(Go
(Putting2’ — 1 zeros between each of coefficlentsi (G )) and H'(G! ) is hard threshold. The algorithm is summarized as follows.

the transition ofH;(G;). 1) Transform inputSyf into J scales to getS;f and
W;f.g=12,...,J.
Shifts ! andr!  depend on the wavelet basis, i.e., the 2) Calculate the spatial correlatid® and apply thehard
filters H; andG in F|g 1. W} f can be written asV} f = thresholdti_ () to it
Sof * F}, where the filterF’} is

W f(n,m)
FJ'leO*H(I)*Hl*Hi*"'*H 2*H Q*GJ 1- (5) _{W;f(n,m) P;(n7mvT;7n7T;7m)Ztéc(j)
Similarly, W2f = Sof * F? with 0 Py (m,m, 75 Tim) < £ic(d)
i=1,2. (11)

F?=HoxHy*Hy«H{ % -+ H; oxH, ;G ;. (6 . . .
J 0 % Hox Hyx Hysoeox Hjog v Hjg x Gy (6) 3) Recover the estimated imagdrom S; f andW, f, j =

Mathematically, we can obtain 1,2,...,J.
s (T = (RSOf % Ry Fi) (7 7in) s B. Determination of the Threshold

i=1,2 (7) Referringto Fig. 1, suppose the inpuBGaussiarwhite noise
Soe ~ N(0,02) and its DWT |sW’e = Sog*F‘7i =1,2.Due
where to the commutativity of the convolutlon operatlon flltéi’jé and
o F? can be written as
Rs, (TJLnT]Lm)

= E [Sof(n,m)Sof (n+ T;’n, m+ T]Lm)] (8 Fjl = Fjl,n * Fjl,m and FJ'2 = sz,n * sz,m (12)
Rp: p (T} s Thm) where
:F;+1 (T;7H’T;;M) *FJL (_le:;n‘/_’r;;m) : ©) F1 =HoxHy* - xHj_»xGj_
The self-correlation functiof®s, ; is symmetric with respect F}m =HyxHyx---Hj_,
to Z-coordinate and maximizes at the origin (0, 0). The Mallat F]2n = Hox Hy%---% Hj_

wavelet(z) [2] used in this paper is an anti-symmetrical
smooth quadratic spline, and thitg: F will be smooth and

symmetrical. ConvolutingRs, ¢ with RFZ | JF will smooth Wie is Gaussiarcolored noiseWic ~ N (0, (%)), where
RF | F . The silhouette oR]H] is S|m|Iart0 thato’rRF L

Fz_m:H{)*H{*---*H'z*G 1 (13)

and they maximize at the same position. Thjis andr; ajn U = n” I m” 7 (14)
be determined by the maxima & . We have and|| - || denotes the norm of a vect§(n) € (n).
. , The spatial correlation dV i< is
Pl gl —9i? (=), P g
D=2 (. =0), =Yl (10) Belnmrimin)

= Wje(n,m) - Wiz (n+7j,m+7),) (15)

J

lll. THE THRESHOLDING SCHEME LetY;(n,m) = Pie(n,m, 7}, 7} ,,). NormalizingWW/e as

A. Algorithm Description XJL _ W;?e/ J; (16)
Supposef = g + ¢ is the observation of the ongmal image - _ -

g corrupted byGaussianwhite noises ~ N(0,02). The de- WehaveX; ~ N(0,1). ThenY} is normalized a¥/ = X}-X.

noising aims at estimating an imagerom f. Wavelet-based Letting

thresholding schemes have proved to be effective [6]-[9]. Non-,  _, ., i vi i

significant wavelet coefficients below a preset threshold are dis-" 7.+ — (XJ' + Xj)/2 and Y;_ = (Xj - Xj)/2 17

carded as noise and the image is restored by the remaining@-pave

efficients. Most schemes apply thresholdirectly to wavelet B o, o,

coefficients. Ift is relatively large, some edge structures may Y= (Y, ) - (Yj_)". (18)



IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 13, NO. 6, JUNE 2003

Y/, andY; areGaussiandistributed:Y;, ~ N(0,02, )

Vi
andY;_ ~ N(0,0%. ), where
1 Fi (k) mHn@+ﬂ)>2
VT3 Z(nmn |
Fi () Ff+1m(l+7+1m)>2
Z(H ot TE
[ (0 B i)
T3 Z(n o

. 4 2
Z (F;,Zz(l) _ Fifim (l+7'+1 m)> . (19)
1

(L 151l

Due to the strong correlation betweeR;(n,m) and
FJ+1(” + T+1mm + T+1m) 9y
oy . Forthe dyadic Mallatwavelet the ratlos@
at the first three scales amé, /a—i =2.12,3. 45 3 95.

Denote byt .(j) the threshold applied t(YZ

tOU—i

almost all the values i/, i.e., P(y! < t..(j)) — 1. Letting
tee(d) = tec(4)/(0%0541), we have

i 1) > i i
IB;(;atL:)seY 7, is Gaussian distributed,/#i (j) > SUYH will

zﬂ%«uﬁ&mz%wﬂﬁﬁ)
>P(|3/J+|< Vi

In applications, the input iSy f = Spg + Soe, WhereSyg is
the original image. Due to the linearity of W/ f = Wig +
W’s At the fine scalesW’s will be predommant lef ex-

() 2 908, ) > 09973 - 1.

will be greater than

For the
de-noising purpose, it is expected that(y) could suppress
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Fig. 2. Testimages. (2Jouse (b) Cameraman

(b)

Fig. 3. (a) NoisyHouse(SNR = 14.23 dB). (b) By spatial-correlation
thresholding $NR = 24.96 dB). (c) By traditional thresholding
(SNR = 23.87 dB).

white. Thehardthresholding scheme in [8] is used for compar-
ison, which is described as follows:

hW}f(n,m),
(Wi m) Wi m)| > 6G)
‘{m Wifn,m)| <Gy =2 @9

where threshold'(j) = co’ with ¢ € [3,4].

Two test imagesiouseandCameramarare shown in Fig. 2.
Fig. 3(a) is the nois\Housewith SNR = 14.23 dB. The de-
noised image by the proposed scheme, illustrated in Fig. 3(b),

cept for some significant structures to be preserved To ensagahieves a SNR of 24.96 dB. The traditional hard thresholding
an effective de-noising’_(j) should not be set too high. Sinceresult is shown in Fig. 3(c) witENR = 23.87 dB. Our scheme
the difference between edges and noise is fairly amplified &¢hieves a higher SNR. Noticeably, the image in Fig. 3(c) is
Plf threshold:_(j) would be more effective in discriminating littte over smoothedFor better illustration, a zoom-in of the
edges from noise compared with the traditional thresholding. Iwindow in Houseis shown in Fig. 4, in which we can find that

our experiments, a setting tif.(j) = ¢ - o aj+lof,l with ¢ =
10-12 will effectively remove noise while preservmg edges.

IV. EXPERIMENTS

thewindowedges are better preserved by the spatial-correlation
thresholding while they are obviously blurred by the traditional
method. Furthermore, it should be noticed that in Fig. 4(c) some
stingsgenerated by noise are identified in error by the traditional
thresholding.

This section illustrates the performance of the proposed spafor Cameramanthe results are similar to that ¢louse
tial-correlation thresholding scheme applying on some bendieisy Cameramarof SNR = 9.49 dB is shown in Fig. 5(a)
mark images. The additive noise is assumed zero mean Gausaiath the recovered images are shown in Fig. 5(b) and (c), with
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(b)

(©

Fig. 4. Zoom-in of the Window'. (a) Original. (b) By spatial-correlation
thresholding. (c) By traditional thresholding.

Fig. 5. (a) NoisyCameramar(SNR = 9.49 dB). (b) By spatial-correlation
thresholding §NR = 21.13 dB). (c) By traditional thresholdingSNR =
19.73 dB).

SNR = 21.13 dB andSNR. = 19.73 dB, respectively. The
proposed scheme outperforms the traditional scheme in both
the SNR comparison and visual perception.

V. CONCLUSION

In this paper, a wavelet-threshold-based denoising scheme is
presented. Unlike many popular schemes that directly threshold
the wavelet coefficients, the proposed method multiplies adja-

cent wavelet scales to amplify instantaneous structures and then

applies thresholding to the multiplication. It is shown that the
proposed threshold can distinguish edges from noise more ef-
fectively and achieve better results in the SNR measurement and
the visual perception compared with the traditional thresholding
schemes.
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