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This paper introduces the establishment of PolyU near-infrared face database (PolyU-NIRFD) and
presents a new coding scheme for face recognition. The PolyU-NIRFD contains images from 350 subjects,
each contributing about 100 samples with variations of pose, expression, focus, scale, time, etc. In total,
35,000 samples were collected in the database. The PolyU-NIRFD provides a platform for researchers to
develop and evaluate various near-infrared face recognition techniques under large scale, controlled and
uncontrolled conditions. A new coding scheme, namely directional binary code (DBC), is then proposed
for near-infrared face recognition. Finally, we provide three protocols to evaluate and compare the pro-
posed DBC method with baseline face recognition methods, including Gabor based Eigenface, Fisherface
and LBP (local binary pattern) on the PolyU-NIRFD database. In addition, we also conduct experiments on

the visible light band FERET database to further validate the proposed DBC scheme.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Face recognition (FR) is a promising technology for automated
personal authentication and it has a great potential in applications
of public security, video surveillance, access control, forensics, etc.
(Chellappa et al., 1995; Zhao et al., 2003). Meanwhile, FR is one of
the most active topics in the filed of computer vision, and several
large-scale face databases (Gao et al., 2008; Enrique et al., 2003;
Sim et al., 2003; Messer et al., 1999; Martinez and Benavente,
1998; Georghiades et al.,, 2001; Lee et al., 2005) are publicly
available for evaluating and comparing various FR methods.
Generally speaking, FR in visible spectrum has been extensively
studied because it is convenient to implement in various environ-
ments and has a wide range of applications (Chellappa et al., 1995;
Zhao et al., 2003; Turk and Pentland, 1991; Belhumeur et al., 1997).
Many FR algorithms have been proposed (Chellappa et al., 1995;
Zhao et al., 2003), and the large-scale face databases play an impor-
tant role in evaluating and developing FR algorithms.

Face recognition technology (FERET) (Phillips et al., 2000), face
recognition vendor test (FRVT) (Phillips et al., 2003), and face rec-
ognition grand challenge (FRGC) (Philips et al., 2005) have pio-
neered both evaluation protocols and database construction.
FRGC is more changeling than FERET and FRVT, as it contains more
uncontrolled variations and 3D images in its database. For exam-
ple, in the most challenging set of the FRGC v2 (Exp#4), the train-
ing set contains 10,776 images from 222 subjects, while the query
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and target sets contain 8014 and 16,028 images, respectively. The
3D training set of FRGC consists of controlled and uncontrolled still
images from 943 subject sessions, while the validation partition of
FRGC contains images from 466 subjects collected in 4007 subject
sessions. Other publicly available face databases include the
CAS-PEAL (Gao et al., 2008), BANCA (Enrique et al., 2003), CMU
PIE (Sim et al, 2003), XM2VTSDB (Messer et al, 1999), AR
(Martinez and Benavente, 1998), Yale (Georghiades et al., 2001;
Lee et al., 2005), etc. These face databases in visible spectrum pro-
vide a good evaluation platform for various FR techniques, and in
return they greatly facilitate the development of new FR methods.

In visual face recognition, the performance suffers from the
lighting variations. Traditional methods are mostly based on the
Lambertian model (Sim et al., 2003), which is however too simply
to describe the real face surface under various illuminations. Some
illumination invariant FR methods, such as the method based on
thermal infrared images (Kong et al., 2007), have been developed.
Recently, active near-infrared (NIR) FR was proposed to deal with
the illumination variations in different environments, and NIR-
based FR has shown promising performance in real applications.
NIR-based FR uses imaging sensors in invisible spectral bands to
reduce the affection of ambient light. The NIR band is between
the visible light band and the thermal infrared band, and it has
advantages over both visible light and thermal infrared. Firstly,
since NIR light can be reflected by objects, it can serve as an active
illumination source, in contrast to thermal infrared. Secondly, it is
invisible, making active NIR illumination unobtrusive. Thirdly, un-
like thermal infrared, NIR can easily penetrate glasses (Zou et al.,
2007).
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Several NIR FR systems have been proposed. Zou et al. proposed
to use active NIR light to localize face areas in the images and then
recognize faces (Zou et al., 2005). Li et al. extracted the local binary
pattern feature and used Fisher analysis for NIR-based FR, and they
developed a complete NIR FR system which can perform face
detection, eye localization and face identification (Li et al., 2007).
Pan et al. (2003) proposed an NIR-based FR system which captures
face images in wavelength of 0.7-1.0 pm. Some other works using
NIR images for FR can be found in (Dowdall et al., 2003; Georghi-
ades et al., 2001). Zou et al. (2005) have shown that FR in NIR band
has better performance than that in the visible band, and this was
also validated in Li’s work ( Li et al., 2007). However, so far there is
not a large-scale NIR face database which is publicly available.
There is a high demand to construct an open NIR FR database, on
which the researchers can test and compare their algorithms. In
this paper, we will introduce such a database we constructed in
the Hong Kong Polytechnic University, namely the PolyU near-
infrared face database (PolyU-NIRFD).

The face images in PolyU-NIRFD were collected from 350 sub-
jects, each subject providing about 100 samples. The sample
images involve various variations of expression, pose, scale, focus,
time, etc. To evaluate the performance of different FR methods on
the PolyU-NIRFD, we provide three test protocols, including the
partition strategy of the training, gallery and probe sets and the
baseline evaluation schemes. A new feature extraction method,
namely directional binary code (DBC), is also proposed for NIR face
image recognition. In DBC, the directional edge features are ex-
tracted and used to represent NIR face images, which are generally
smoother than face images in visible band. The baseline algorithms
we used for comparison are Eigenface, Fisherface, local binary pat-
tern (LBP) (Ojala et al., 2002) and their Gabor filtering enhanced
versions, which are well-known and representative methods in
the field of FR. Considering that the Gabor filtering can improve
significantly the FR accuracy, we also couple Gabor filtering with
DBC to examine its performance on PolyU-NIRFD.

The rest of the paper is organized as follows. Section 2
introduces the developed NIR face acquisition system and the
establishment of PolyU-NIRFD. In Section 3, the DBC feature extrac-
tion method is proposed for NIR FR. Section 4 presents extensive
experiments using three protocols to evaluate the performance of
various FR methods, including Gabor-Eigenface, Gabor-Fisherface,
Gabor-LBP and DBC, on the PolyU-NIRFD. We also provide an-
other experiment on the visible light band FERET database to fur-
ther validate the performance of DBC. Conclusions are drawn in
Section 5.

2. PolyU-NIRFD construction

Different from the FR in visible light band, which can simply use
a common camera to capture face images, FR in NIR band needs
some additional hardware and special system design for image
acquisition. This section describes the NIR image acquisition sys-
tem and the collection of the PolyU-NIRFD.

2.1. Near-infrared face image acquisition

The hardware of our NIR face image acquisition system consists
of a camera, an LED (light emitting diode) light source, a filter, a
frame grabber card and a computer. A snapshot of the constructed
imaging system is shown in Fig. 1. The camera used is a JAI camera,
which is sensitive to NIR band. The active light source is in the NIR
spectrum between 780 and 1100 nm and it is mounted on the cam-
era. The peak wavelength is 850 nm, and it lies in the invisible and
reflective light range of the electromagnetic spectrum. An NIR LED
array is used as the active radiation sources, and it is strong enough
for indoor use. The LEDs are arranged in a circle and they are
mounted on the camera to make the illumination on the face is
as homogeneous as possible. The strength of the total LED lighting
is adjusted to ensure a good quality of the NIR face images when
the camera-face distance is between 80 and 120 cm, which is con-
venient for the users. When mounted on the camera, the LEDs are
approximately coaxial to the imaging direction and thus provide
the best possible straight frontal lighting. Although NIR is invisible
to the naked eyes, many CCD cameras have sufficient response to
the NIR spectrum. The filter we used in the device is used to cut
off the visible light, whose spectrum is shorter (780 nm, visible
light). For the convenience of data collection, we put the imaging
device into a black box of 19 cm width, 19 cm long, and 20 cm high,
as shown in Fig. 1.

2.2. PolyU-NIRFD

By using the self-designed data acquisition device described in
Section 2.1, we collected NIR face images from 350 subjects. During
the recording, the subject was first asked to sit in front of the cam-
era, and the normal frontal face images of him/her were collected.
Then the subject was asked to make expression and pose changes
and the corresponding images were collected. To collect face
images with scale variations, we asked the subjects to move near
to or away from the camera in a certain range. At last, to collect
face images with time variations, samples from 15 subjects were

Fig. 1. The NIR face image acquisition device. ‘A’ is the NIR LED light source, and ‘B’ is the NIR sensitive camera with an NIR filter.
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collected at two different times with an interval of more than
2 months. In each recording, we collected about 100 images from
each subject, and in total 35,000 images were collected in the Pol-
yU-NIRFD database. The sample images in the PolyU-NIRFD are la-
beled as ‘NN_xxxxxx_S_D_****", where “NN” represents the prefix
of the label string, ‘S’ represents the Gender information, ‘XXxxxx’
indicates the ID serial number of the subject, ‘D’ denotes the place
where the image was captured, and “**** is the index of the face
image. For example, “NN_200001_F_B_024" means that the 24th
image is from a Female subject collected in Beihang University.
Fig. 2 shows some face images of a subject with variations of
expression, pose and scale. Fig. 3 shows the images of some sub-
jects which were taken in different times.

To evaluate the performance of different methods on the PolyU-
NIRFD, we design three types of experiments, each of which con-
tains a training set, a target (Gallery) set and a query (Probe) set.
In Exp#1, the used images include frontal face images as well as
images with expression variations, scale changes (include blur-
ring), time difference, etc. In this experiment, the sizes of the train-
ing set, target set and query set are 419, 574 and 2763,
respectively. In Exp#2, we add more faces captured in uncontrolled
conditions to make the test more challenging. The sizes of the
training set, target set and query set are 1876, 1159, and 4747,
respectively. In Exp#3, we focus on the images with high pose vari-
ations and exclude the images with expression, scale and time
variations. The sizes of the training set, target set and query set
are 576, 951, and 3648, respectively. In next section, we will pres-
ent a new face feature coding algorithm, and then in Section 4 the
three types of experiments will be conducted by different methods.

3. Directional binary code
3.1. Feature extraction by directional binary code (DBC)

In this section we present a simple yet efficient method for NIR
face image feature extraction and representation, namely direc-

tional binary code (DBC). The DBC is proposed to encode the direc-
tional edge information in a neighborhood. Given an image I, we
denote its first-order derivatives along 0°, 45°, 90° and 135° direc-
tions as I, ;, where o = 0°, 45°, 90° and 135°, and d is the distance
between the given point and its neighboring point. For example,
in Fig. 4 the distance between the center point and its four direc-
tional neighbors is 1, i.e. d =1 in four directions. Let z;; be a point
in I, then the four directional derivatives at z;; are

Iy 4(zij) = I(zij) — (zij-a)
Iyse 4(2ij) = 1(zij) — (Zi-a+a)
log- 4(2ij) = 1(zij) = 1(zi-4;)
I35 4(2ij) = 1(zi) — 1(Zi-aj-a)

A thresholding function, f(I, 4(2)), is applied to the four direc-
tional derivatives to output a binary code in the given direction:

(M

1, ifI4z) >0

2
0, ifI,4(z)<0 @)

f4(2) = {
With Eq. (2), the DBC in direction « is defined as:

DBCa,d(Zx,y) = {f(’;.d(zx\y)§f(1;,d(Zx‘yfd)?f(l,ov.‘d(fod.yfd)§f(1;.d(zxfd‘y)i
f(I/a,d(Zx—dy+d)%f(lla,d(Zx,y+d)§f(1/oc,d(zx+dy+d)%f(lfx,d(zud,y)?
F(lyo(Zsiaya)} 3)

Fig. 5 shows an example to illustrate the calculation of DBC pat-
tern along 0° at the central position.

The DBC can reflect the image local feature, and we model the
global distribution of DBC by its histogram over the whole face im-
age. We partition the face image into L regions, represented by
R1, Ry, ..., R Denote by Hpgc, , (R;) the histogram of DBC, 4 in region
R;. The shape of the regions we used in the experiments is rectan-
gle, as shown in Fig. 6. The ordering is from left to right and top to
bottom. The histogram of DBC in the whole image is defined as

Fig. 2. Sample NIR face images of a subject. (a) Normal face image; and images with (b) expression variation; (c) pose variation and (d) scaling variation.
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Fig. 3. Sample NIR face images captured in more than 2 months.

Li1,y-1

x—=Ly-1 Ix,y—

Ix—l,y X,y Ix+l,y

1x—1,y+l Ix,erl Ix+l,y+1

Fig. 4. A 3 x 3 neighborhood centered on Iy.

HDBC = {Hpsc, ,(R)li=1,...,L} (4)

Note that the regions do not have to be rectangular or of the same
size. For example, spatial histograms can be extracted from circular
regions with different radiuses.

The proposed DBC is different from the well-known LBP
(Ahonen et al., 2006). The DBC captures the spatial relationship be-
tween any pair of neighborhood pixels in a local region along a gi-
ven direction, while LBP considers the relationship between a
given pixel and its surrounding neighbors. Therefore, DBC captures
more spatial information than LBP. It has also been validated that
the directional features are very valuable for object recognition
(Liu and Wechsler, 2002; Gao and Leung, 2002). Fig. 7 shows an
example to illustrate the difference between LBP and DBC. It can
be seen that DBC can extract more edge information than LBP.
The increment sign correlation (IST) method (Kanekoa et al.,
2002) has some similar idea to the proposed DBC, but they are dif-
ferent as DBC focuses on local pattern features, while IST is based
on the average evaluation of incremental tendency of brightness
in adjacent pixels and normalized to be a binary distribution or a
Gaussian distribution for a large image size through statistical
analysis (Kanekoa et al., 2002).

3.2. Gabor based DBC (GDBC)

In image processing and pattern recognition, Gabor filtering is
widely used to enhance the image features by using a set of Gabor
filters, which can model the receptive field profiles of cortical sim-
ple cells (Wiskott et al., 1997; Liu and Wechsler, 2002). The Gabor
filters can enhance salient visual features in an image, such as
directional spatial-frequency characteristics, because they can
selectively enhance features in certain scales and orientations.
The Gabor filtering based Eigenface, Fisherface, and LBP schemes
have shown significant improvement over the original versions
(i.e. image based methods) (Liu and Wechsler, 2002; Zhang et al.,
2005; Gao et al., 2008; Hong et al., 1998). In these methods, Gabor
features are used as one kind of preprocessing tool, which are ro-
bust to certain degree of variations of illumination, pose, etc. How-
ever, it should be noted that Gabor filtering only enhances the
features but it does not code the discriminative features. Therefore,
after Gabor filtering, a feature extraction or feature coding process
is required. In this section, we investigate the feasibility and effec-
tiveness of Gabor based DBC features. Like in Gabor based Eigen-
face, Fisherface and LBP methods, where PCA, LDA and LBP are
used as the discriminative feature extractors, in the proposed
method the DBC is used to code the Gabor enhanced features.

Fig. 6. The division of the face image.

2 3 -2

—

0 degree

1 2 | -81) 4
DBC() =111010101

1 1] 4 6 A

A1 | 7

Fig. 5. An example of DBC along 0°.
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Fig. 7. Example of LBP and DBC feature maps: (a) is the original image; (b) is the
LBP feature map; and (c) shows the DBC feature maps along 0°, 45°, 90° and 135°
directions.

The Gabor filters are defined as follows:

2
Yuo(2) = _”"(';2”” ell—kuol? 12 /20%) [eiku.yzfefvzﬂ] (5)
[y (ki _ (kycos¢ _ v)2 I
where z= (x) k,,= (k]- > = (kysirw: ko =m/2"% ,=uf,

v=0,...,Umax— 1, u=0,...,unx — 1. vis the frequency, u is the ori-
entation, ¥max = 5, Umax = 8 and ¢ = 27. For 2D images, the filtering
is often performed along different directions to enhance the direc-
tional features. As a preprocessing procedure, Gabor filtering can
effectively suppress noise and enhance the image salient features
in given directions. In contrast, DBC is a kind of local operator to
code the local pattern but it does not enhance the local features.
Therefore, we can use DBC to code the Gabor enhanced local fea-
tures for better face recognition results. In other words, Gabor filter-
ing and DBC play different and complementary roles in the whole
scheme.

Denote by G,.(z;;) the Gabor features at pixel z;; of an image,
where u and v are the orientation and scale of the kernel, respec-
tively. Similar to Eq. (1), its directional derivatives along 0°, 45°,
90° and 135° are computed as

Guvora(Zij) = Guo(Zij) — Guo(Zij-a)
Gy pasea(Zij) = Guo(zij) — Guo(Zizajea)
Gy vo0-a(Zij) = Guw(Zij) — Guo(Zioa))
Guv135-d(Zij) = Guo(Zi) — Guo(Zi-aj-a)

(6)

We denote by G5, ,(z;;) and G;'3', ;(zi;), respectively, the real and
imaginary parts of G, , , 4(zi;). The Gabor based DBC (GDBC) in direc-

tion o and at position z;; is then defined as

GDBCy v5,4(zij) = {f (GRs 1 a@iea)) S (G 4 (Zidjia),
FG  a(@iag) S (G a(Zivajra) F (Gl 4 (Zia)),
FG, 4 Eivaj-a) £ (Gl a(Zimai).f (G{;%,d(zi_d.j_a)}
(7)

where f{(-,-) is the thresholding function in Eq. (2). Please note that
the alternating use of real and imaginary parts in the definition of
GDBC is to reduce the length of the code while involving the real
and imaginary information. It lies in the fact that the Gabor features
extracted in neighborhood have high redundancy so that there is no
necessary to keep the features at all positions. An alternative use of
the real and imaginary parts can reduce the feature length in half.

After partition the face image into L rectangular regions as
shown in Fig. 6, the histogram of GDBC at region R; is defined as

HGDBC = {HGDBC,,‘,,‘M(RI‘)‘U = 07 PN
o = 0°,45°,90°, 135°} (8)

where Hepgc,,,,(Ri) is the histogram of GDBC,y,54(zi;) in R;.
In the classification stage, histogram intersection is used to
measure the similarity between two histograms H and S:

Pus(H,S) = EB: min(H;,S;) (9)
i=1

where H=(Hy, Hs, ..., Hg)', $=(51,5,,...,Ss), B represents the
number of histogram bins, and H; and S; are the frequency counts
in the ith bin.

4. Experiments

The main objectives of the experiments in this section are to
evaluate the performance of well-known face recognition algo-
rithms on the PolyU-NIRDF and investigate the strengths and
weaknesses of the proposed method and baseline algorithms. We
choose the Eigenface (i.e. PCA) (Turk and Pentland, 1991), Fisher-
face (i.e. LDA) (Belhumeur et al., 1997), LBP (Ahonen et al., 2006),
Gabor-PCA, Gabor-LDA and Gabor-LBP as the baseline algorithms.
The Gabor-LDA and Gabor-LBP are state-of-the-art methods (Liu
and Wechsler, 2002; Zhang et al., 2005) and they are benchmarks
to evaluate the performance of FR techniques. Together with the
DBC and GDBC, eight methods will be tested on the established
PolyU-NIRDF. To further compare DBC and LBP, we conduct an-
other experiment on the visible light band FERET database.

4.1. Experiment 1

In Exp#1, we set up a subset from the whole PolyU-NIRFD data-
base. In this subset, the training set contains 419 frontal images
from 138 subjects, while the gallery set and probe set have 574
and 2763 images, respectively. No images in the probe and gallery
sets are contained in the training set. The facial portion of each ori-
ginal image is automatically cropped according to the location of
the eyes. The cropped face is then normalized to 64 x 64 pixels.
The eight methods are then applied to this dataset to evaluate their
performance. For subspace based methods, the distance used in the
nearest neighbor classifier is the cosine of the angle between two
feature vectors. For LBP and DBC histogram features, we use the
histogram intersection similarity measure. The sub-region size
and the number of histogram bins for LBP and DBC are 8 x 8 and
32. Since the Gabor filtering is performed on five scales and eight
orientations, we need to downsample the response image to re-
duce data amount. The downsampling factor is set to 4. Therefore,
for Gabor-PCA and Gabor-LDA, the input signal size is 64 x 64
x 5 x 8/4% =10,240.

The FR results by the eight methods are illustrated in Figs. 8 and
9. For subspace based methods PCA, LDA, Gabor-PCA and Gabor-
LDA, the curves of recognition rate versus feature vector dimen-
sionality are plotted in Fig. 8. We see that the curves for PCA and
LDA are flat when the dimension of feature vector changes from
60 to 120. In this experiment PCA gets similar performance to
LDA because the number of training samples for each class is lim-
ited. From Figs. 8 and 9 we can clearly see that using Gabor fea-
tures can improve greatly the performance of all the four
methods. For example, the recognition rate of Gabor-LDA is 10%
higher than that of LDA. Comparing Fig. 8 with Fig. 9, it can be seen
that the LBP and DBC methods achieve better performance than
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Fig. 8. Recognition results by PCA, LDA, Gabor-PCA and Gabor-LDA in Exp#1.
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Fig. 9. Recognition results by PCA, LDA, Gabor-PCA, Gabor-LDA, LBP, DBC, Gabor-
LBP and Gabor-DBC in Exp#1.

PCA and LDA. Moreover, DBC works better than LBP. This is because
DBC can capture the directional edge information and the spatial
information in a local region, while LBP only considers the relation-
ship between a given pixel and its surrounding neighbors.

4.2. Experiment 2

In Exp#2, we extracted from the whole database a much bigger
subset than in Exp#1. In this subset, the training set contains 1876
frontal images of 150 subjects, while the gallery and probe sets
have 1159 and 4747 images, respectively. The recognition results
of PCA, LDA, LBP and DBC are illustrated in Figs. 10 and 11. Differ-
ent from that in Exp#1, LDA achieves much better performance
than PCA when using a small number of features. Similar to those
in Exp#1, Gabor based methods get much better performances
than their original image based counterparts. In this experiment,
the Gabor-DBC method achieves an accuracy of 92.3%, while in
Exp#1it has an accuracy of 97.6%. This is because the dataset in
Exp#2 is more challenging by involving more variations of pose,
expression and scale than that in Exp#1.

4.3. Experiment 3

Exp#3 is designed to evaluate the performance of the algo-
rithms on the large variations of pose, expression, illumination,
scale, etc. In this subset, training set contains 576 images from
188 subjects, while gallery and probe sets have 951 and 3648
images individually. The results are shown in Figs. 12 and 13. We
can see that LBP and DBC have much better performance than
PCA and LDA, which validates again that LBP and DBC are effective
ways to model NIR face images. DBC performs better than LBP be-

95
90 -
85
——PCA
80 - —=—LDA
~—Gabor-PCA
75 +
= Gabor-LDA
70
65

20 40 60 80 100 120

Fig. 10. Recognition results by PCA, LDA, Gabor-PCA and Gabor-LDA in Exp#2.

Fig. 11. Recognition results by PCA, LDA, Gabor-PCA, Gabor-LDA, LBP, DBC, Gabor-
LBP and Gabor-DBC in Exp#2.

cause it exploits the directional information. Particularly, Gabor-
DBC achieves the highest recognition rate.

4.4. Experiment 4

To further validate the effectiveness of the proposed DBC
scheme, in this sub-section we conduct experiments on the visible
light band FERET face database, which is widely used to evaluate
face recognition algorithms. The LBP based method achieves
state-of-the-art performance on the FERET database (Tan and Trig-
gs, 2007). From the previous experiments we have seen that the
LBP methods are more effective than PCA and LDA, thus we only
compare DBC with LBP here. In the experiments, the facial portion
of each original image is cropped based on the locations of the
eyes. The cropped face is then normalized to 88 x 88 pixels. We
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./.h\ ——PCA
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Fig. 12. Recognition results by PCA, LDA, Gabor-PCA and Gabor-LDA in Exp#3.
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Fig. 13. Recognition results by PCA, LDA, Gabor-PCA, Gabor-LDA, LBP, DBC, Gabor-
LBP and Gabor-DBC in Exp#3.

use the same gallery and probe sets as specified in the FERET eval-
uation protocol. Fa that contains 1196 frontal images of 1196 sub-
jects is used as the gallery set, while Fb (1195 images with
expression variations), Fc (194 images taken under different illumi-
nation conditions), Dup I (722 images taken later in time between
one minute to 1031 days) and Dup II (234 images, a subset of Dup |
taken at least after 18 months) are used as the probe sets.

The experimental results are shown in Figs. 14 and 15. As in the
PolyU-NIRFD, we can see that DBC achieves better performance
than LBP on the large-scale FERET database. The reason is that
DCP can capture the spatial relationship in a local region for a given
direction, while LBP only considers the relationship between a gi-
ven pixel and its surrounding ones.

100
90 |
80 |
mLBP
70 |
mDBC
60 |
50 |
40 |
30 |
20
10
Fb Fc Dupl Dup2

Fig. 14. Recognition results of image based LBP and DBC on FERET.
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Fig. 15. Recognition results of Gabor based LBP and DBC on FERET.

5. Conclusions

We introduced in this paper the establishment of PolyU near-
infrared face database (PolyU-NIRFD), which is one of the largest
near-infrared (NIR) face databases so far. A novel NIR-based face
recognition method, namely directional binary code (DBC), was
also proposed to capture more efficiently the directional edge
information in NIR face images. The main characteristics of the Pol-
yU-NIRFD lie in two aspects. First is its large scale. It consists of
35,000 images from 350 subjects. Second is its diversity of varia-
tions. It includes variations of pose, expression, illumination, scale,
blurring and the combination of them. Comparative study of base-
line algorithms and the proposed DBC was performed on the Pol-
yU-NIRFD to verify its effectiveness. Experiments were also
performed on the visible light band FERET database to verify the
effectiveness of DBC scheme. In the future we will acquire a larger
database under both controlled and uncontrolled environment,
and investigate more effective NIR face recognition algorithms.

6. Obtaining the PolyU-NIRFD

The information about how to obtain a copy of the database will
be found on the website (http://www.comp.polyu.edu.hk/~biomet-
rics/polyudb_face.htm).
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