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Most of the current palmprint recognition systems use an active light to acquire images, and the light
source is a key component in the system. Although white light is the most widely used light source, little
work has been done on investigating whether it is the best illumination for palmprint recognition. This
study analyzes the palmprint recognition performance under seven different illuminations, including the
white light. The experimental results on a large database show that white light is not the optimal illumi-
nation, while yellow or magenta light could achieve higher palmprint recognition accuracy than the
white light.

� 2010 Elsevier B.V. All rights reserved.
1. Introduction

Automatic authentication using biometric characteristics, as a
replacement or complement to traditional personal authentication,
is becoming more and more popular in the current e-world. Bio-
metrics is the study of methods for uniquely recognizing humans
based on one or more intrinsic physical or behavioral traits, such
as face, iris, fingerprint, signature, gait and finger-knuckle-print
(Jain et al., 1999; Zhang et al., 2010). As an important member of
the biometric characteristics, palmprint has merits such as robust-
ness, user-friendliness, high accuracy, and cost-effectiveness. Be-
cause of these good properties, palmprint recognition has been
receiving a lot of research attention and many palmprint systems
have been proposed (Connie et al., 2005; Duta et al., 2002; Han,
2004; Han et al., 2007; Kumar et al., 2003; Lin et al., 2005; Michael
et al., 2008; Ribaric and Fratric, 2005; Wang et al., 2008; Wu et al.,
2008; Zhang et al., 2003; Zhang and Shu, 1999).

In the early stage, most works focus on offline palmprint images
(Duta et al., 2002; Zhang and Shu, 1999). With the development of
digital image acquisition devices, many online palmprint systems
have been proposed (Connie et al., 2005; Han, 2004; Han et al.,
2007; Kumar et al., 2003; Lin et al., 2005; Michael et al., 2008;
Ribaric and Fratric, 2005; Wang et al., 2008; Wu et al., 2008; Zhang
et al., 2003). Based on the sensors used, online palmprint image
acquisition systems can be grouped into four types (Kong et al.,
2009): digital scanners (Connie et al., 2005; Lin et al., 2005; Ribaric
and Fratric, 2005), video cameras (Han et al., 2007; Michael et al.,
ll rights reserved.
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2008), CCD (Charge Coupled Device) based palmprint scanner
(Han, 2004; Wang et al., 2008; Zhang et al., 2003) and digital cam-
eras (Kumar et al., 2003; Wu et al., 2008). On the other hand,
according to imaging conditions, these systems could be classified
into three classes: digital scanners (Connie et al., 2005; Lin et al.,
2005; Ribaric and Fratric, 2005), camera with passive illumination
(Han et al., 2007; Kumar et al., 2003; Wang et al., 2008), and cam-
era with active illumination (Han, 2004; Michael et al., 2008; Wu
et al., 2008; Zhang et al., 2003).

Desktop scanner could provide high quality palmprint images
(Connie et al., 2005; Lin et al., 2005; Ribaric and Fratric, 2005)
under different resolutions. However, it suffers from the slow scan-
ning speed (Kong et al., 2009) and it requires the full touch of whole
hand, which may bring sanitary issues during data collection. Using
camera with uncontrolled ambient lighting (Han et al., 2007;
Kumar et al., 2003; Wang et al., 2008) does not have the above prob-
lems. However, the image quality may not be very good as the
illumination lighting may change much so that the recognition
accuracy can be reduced. Because camera mounted with active light
could collect image data quickly with good image quality and it
does not require the full touch with the device, this kind of systems
have been widely adopted (Han, 2004; Michael et al., 2008; Wu
et al., 2008; Zhang et al., 2003). In these systems, the light source
is a key component and there are some principles on the setting
of lighting scheme (Wong et al., 2005). In spite of the fact that all
these studies (Han, 2004; Michael et al., 2008; Wu et al., 2008;
Zhang et al., 2003) use white light source for palmprint imaging, lit-
tle work has been done to systematically validate whether white
light is the optimal light. Our previous work (Guo et al., 2009)
showed that white light may not be the optimal one for palmprint
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recognition, but the finding may be biased as the study is limited by
using only one recognition method. Furthermore, the underlying
principle is not explored. To this end, this study discusses the light
selection for palmprint recognition through extensive experiments
on a large multispectral palmprint database we established (Han
et al., 2008).

In general, there are three kinds of popular approaches to palm-
print recognition: structural methods (Lin et al., 2005; Liu, 2007),
statistical methods (Zhang and Zhang, 2004; Connie et al., 2005;
Han, 2004; Ribaric and Fratric, 2005; Wang et al., 2008) and tex-
ture coding (Han et al., 2007; Kong and Zhang, 2004; Michael
et al., 2008; Zhang et al., 2003) methods. Different approaches fo-
cus on different kinds of features. For example, structural methods
pay attention to principal lines and wrinkles (Zhang et al., 2003),
statistical methods use holistic expression for palmprint recogni-
tion, and texture coding schemes assign a feature code for each
pixel in the palmprint. Different illumination may enhance differ-
ent palmprint features as the reflectance and absorbance of human
skin relate with spectrum, for example, short wavelength light
could enhance the line feature of palms, while long wavelength
light could acquire some subcutaneous vein structure (Angelopou-
lou, 2001). Thus, to get unbiased result for different illuminations,
this study employs three different kinds of feature extraction
methods, i.e. competitive coding (Kong and Zhang, 2004) (texture
coding), wide line detection (Liu, 2007) (structural method),
(2D)2PCA (Zhang and Zhou, 2005) (statistical method), to empiri-
cally study the light source selection for palmprint recognition.

The rest of this paper is organized as follows. Section 2 de-
scribes our data collection. Section 3 briefly introduces the three
feature extraction algorithms. Section 4 presents the light source
analysis results and Section 5 concludes the paper.
2. Multispectral palmprint data collection

It is known that red, green, and blue are the three primary col-
ors, and the combination of them could result in many different
colors in the visible spectrum. We established a multispectral
palmprint data collection device which includes the three primary
color illumination sources (LED light sources). By using this device
we can simulate different illumination conditions. For example,
Fig. 1. The multispectral palmprint data collection system.
when the red and green LEDs are switched on simultaneously,
the yellow like light could be generated. Totally our device could
collect palmprint images under seven different color illuminations:
red, green, blue, cyan, yellow, magenta and white.

Fig. 1 shows a snapshot of the multispectral palmprint data col-
lection system. It is mainly composed of a monochrome CCD cam-
era, a lens, an A/D converter, a light controller and multispectral
light sources. The settings of the lens, A/D converter and CCD cam-
era are identical to the previous palmprint scanning system (Han
et al., 2008). The light source is a LED array, where the LEDs are ar-
ranged in a circle to provide a uniform illumination. The peak spec-
trums of red, green, and blue LEDs are 660 nm, 525 nm, and
470 nm respectively. The LED array can switch to different light
in 100 ms. The light controller is used to switch on or off the LEDs
of different colors. During data collection, the user is asked to put
his/her palm on the device for a short time. The device could collect
a multispectral palmprint cube, including seven different palm-
Fig. 2. Sample images of three different palms with different illuminations. Images
of each column come from the same palm and are collected by Red, Green, Blue,
Yellow, Magenta, Cyan and White illuminations.
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print images, in less than 2 s. Fig. 2 shows examples of the col-
lected images under different illuminations.
3. Feature extraction methods

3.1. Wide line detection

A palmprint image has mainly three kinds of features: principal
lines (usually three dominant lines on the palm), wrinkles (weaker
and more irregular lines) and crease (the ridge and valley struc-
tures like in fingerprint) (Zhang et al., 2003). These principal lines
and wrinkles could be extracted by a wide line detector directly
(Liu, 2007). The thickness of the line is defined as:

Lðx0; y0Þ ¼
g �mðx0; y0Þ if mðx0; y0Þ < g

0 otherwise

�
mðx0; y0Þ ¼

X
x0�r6x6x0þr;y0�r6y6y0þr

cðx; y; x0; y0Þ; cðx; y; x0; y0Þ

¼ x�0
0 if Iðx; yÞ > Iðx0; y0Þ
1 otherwise

�
x0 ¼

xP
x0�r6x6x0þr;y0�r6y6y0þrxðx; y; x0; y0; rÞ

and xðx; y; x0; y0; rÞ

¼ 1 if ðx� x0Þ2 þ ðy� y0Þ
2
6 r2

0 otherwise

(
ð1Þ

where g is the geometric threshold, r is radius of the circular mask,
and m is the weighed mask having similar brightness. x is a circular
constant weighing mask and x0 is the normalization of the circular
mask.

To remove noise, a Gaussian smoothing process is employed as
a post-processing step. Then the response is binarized after
thresholding:

eLðx; yÞ ¼ Lðx; yÞ�grðx; yÞ where grðx; yÞ

¼ 1
2pr2 exp � x2 þ y2

2r2

� �
ð2Þ

Bðx; yÞ ¼ 1 if eLðx; yÞ > t

0 otherwise

(
ð3Þ

where r is the scale of the Gaussian filter and t is a threshold. After
binarization, the similarity between two palmprints is defined as
the proportion of matched bits to the total bits of the two binary
palmprint maps (Liu, 2007). As shown in Fig. 3, different parameters
will generate different feature maps. In the experiments, we will
compute the recognition accuracy on a group of parameters and se-
lect the statistical value of each illumination for final comparison.
Fig. 3. A palmprint ROI (region of interest) sample a
3.2. Competitive coding

The orientation of palm lines is stable and can serve as distinc-
tive features for personal identification (Kong and Zhang, 2004). To
extract the orientation features, six Gabor filters along different
orientations (hi = jp/6, where j = {0, 1, 2, 3, 4, 5}) are applied to the
palmprint image. Here the real part of the Gabor filter is used
and it is defined as:

wðx; y;x; hÞ ¼ xffiffiffiffiffiffiffiffiffiffi
2pj
p e�

x2

8j2ð4x02þy02Þ eixx0 � e�
j2
2

� �
ð4Þ

where x0 = (x � x0)cos h + (y � y0)sin h, y0 = �(x � x0)sin h + (y � y0)
cos h, (x0, y0) is the center of the function; x is the radial frequency
in radians per unit length and h is the orientation of the Gabor func-

tions in radians. j is defined by j ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2 ln 2
p

2dþ1
2d�1

� �
, where d is the

half-amplitude bandwidth of the frequency response. To reduce
the influence of illumination, the direct current is removed from
the filter.

By regarding palm lines as the negative lines, the orientation
corresponding to the minimal Gabor filtering response (i.e. the
negative response but with the highest magnitude) is taken as
the feature for this pixel (Kong and Zhang, 2004). Because the con-
tour of Gabor filters is similar to the cross-section profile of palm
lines, the higher the magnitude of the response, the more likely
there is a line. Since six filters are used to detect the orientation
of each pixel, the detected orientation {0, p/6, p/3, p/2, 2p/3, 5p/
6} can then be coded by using three bits {000, 001, 011, 111,
110, 100} and the Hamming distance is used for comparison be-
tween two feature maps (Kong and Zhang, 2004). Fig. 4 shows an
example of the extracted orientation feature map, where different
gray levels represent different orientation.

3.3. (2D)2PCA

Principal component analysis (PCA) is a widely used statistical
analysis method, and (2D)2PCA (Zhang and Zhou, 2005) is an
extension of it, which can alleviate much the small sample size
problem and better preserve the image local structural informa-
tion. Suppose we have M subjects and each subject has S sessions
in the training data set, i.e. S multispectral palmprint cube were ac-
quired at different times for each subject. Then, we denote by Xb

ms

(the original image matrix) the bth band image for the mth individ-
ual in the sth session. The covariance matrices along the row and
column directions are computed as:

Gb
1 ¼

1
MS

XS

s¼1

XM

m¼1

ðXb
ms � XbÞTðXb

ms � XbÞ;

Gb
2 ¼

1
MS

XS

s¼1

XM

m¼1

ðXb
ms � XbÞðXb

ms � XbÞT ð5Þ
nd its extracted features by wide line detection.



Fig. 4. A ROI sample and its extracted features by competitive coding.

Fig. 5. A ROI sample with its reconstructed images by (2D)2PCA.
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where Xb ¼ 1
MS

PS
s¼1

PM
m¼1Xb

ms.

The project matrix Vb
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12; . . . ;vb

1kb
1
� is composed of the

orthogonal eigenvectors of Gb
1 corresponding to the kb

1 largest
eigenvalues, and the projection matrix Vb
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22; . . . ;vb
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2
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sists of the orthogonal eigenvectors of Gb
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1 and kb
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,XIr
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where kb
11; k

b
12; . . . ; kb

1Ic
are the first Ic biggest eigenvalues of

Gb
1; kb

21; k
b
22; . . . ; kb

2Ir
are the first Ir biggest eigenvalues of Gb

2, and Cu

is a pre-set threshold. For each given band bth, the test image Tb

is projected to fTb by Vb
1 and Vb

2ðV
bT
2 � Tb � Vb

1Þ, then Euclidean dis-
tance is used to measure the dissimilarity (Zhang and Zhou,
2005). Fig. 5 shows the reconstructed image ðVb

2 �
fTb � VbT

1 Þ by dif-
ferent Cu.
4. Analyzes of light source selection

4.1. Database description

We collected multispectral palmprint images from 250 subjects
using the developed data acquisition device. The subjects were
mainly volunteers from our institutes. In the database, 195 sub-
jects are male and the age distribution is from 20 to 60 years old.
We collected the multispectral palmprint images on two separate
sessions. The average time interval between the two occasions is
9 days. On each session, the subject was asked to provide six sam-
ples of each of his/her left and right palms. So our database con-
tains 6000 images for each band from 500 different palms. For
each shot, the device collected seven images from different bands
(red, green, blue, cyan, yellow, magenta, and white) in less than
two seconds. In palmprint acquisition, the users are asked to keep
their palms stable on the device. The resolution of the images is
352 � 288 (<100 dpi).

After obtaining the multispectral cube, a local coordinate of the
palmprint image is established (Zhang et al., 2003) from the blue
band, and then a ROI is cropped from each band based on the local
coordinate. For the convenience of analysis, we normalized these
ROIs to a size of 128 � 128. To remove the global intensity and con-
trast effect (Zuo et al., 2006), all images are normalized to have a
mean of 128 and standard deviation of 20.

4.2. Palmprint verification results by wide line detection

To compute the verification accuracy, each palmprint image is
matched with all the other palmprint images in the database. A
match is counted as a genuine if the two palmprint images are
from the same palm; otherwise, it is counted as an impostor. The
total number of matches is 17,997,000 and the number of genuine
is 33,000. The Equal Error Rate (EER) (the point when False Accept
Rate (FAR) is equal to False Reject Rate (FRR)) is used to evaluate
the accuracy.

As discussed in Section 3.1, there are four parameters which
could influence the feature extraction, r, t, g, and r. To reduce the
possible parameter space, we fixed g = 0.5 and t = 0.1 (Liu, 2007),
and selected nine different values for r ([12, 20]) and six different
values ([0.75, 2]) for r, because these values could include optimal
parameters (Liu, 2007). Thus, the total number of test settings is
54. The EER under different settings with different illuminations
are plotted in Fig. 6 and the statistical values of EER for each light
are listed in Table 1.

4.3. Palmprint verification results by competitive coding

As discussed in Section 3.2, parameters x and d could influence
the extracted features. We selected 20 different values for x
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([4.0, 5.9]) and 15 different values for d ([1, 1.7]) because these val-
ues could cover optimal parameters (Zhang et al., 2010), and we
used the same test protocol as discussed in Section 4.2. Thus, the
total number of test settings is 300. The EER under different setting
with different illuminations are plotted in Fig. 7 and the statistical
values of EER for each light are listed in Table 2.
Table 1
Statistical values of EER for each color by wide line detection.

Blue Cyan Green

Mean 0.4306 0.5275 0.4344
Standard deviation 0.0328 0.0370 0.0319
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4.4. Palmprint identification results by (2D)2PCA

In this section, identification instead of verification is imple-
mented. The whole database is partitioned into two parts, training
set and test set. The training set is used to estimate the projection
matrix and is taken as gallery samples. The test samples are
matched with the training samples and nearest neighborhood clas-
sification is employed. The ratio of the number of correct matches
to the number of test samples, i.e. the recognition accuracy, is used
as the evaluation criteria. To reduce the dependency of experimen-
tal results on training sample selection, we designed the experi-
ments as follows. Firstly, the first three samples in the first
session are chosen as training set and the remaining samples are
used as test set. Secondly, the first three samples in the second ses-
sion are chosen as training set, and the remaining samples are used
as test set. Finally, the average accuracy is computed.

As shown in Section 3.3, there is only one parameter, Cu, to con-
trol the feature extraction. The accuracies under different settings
with different illuminations are plotted in Fig. 8 and the highest
accuracy for each light is listed in Table 3.
4.5. Discussions

From Figs. 6–8 and Tables 1–3, we could have three findings.
First, no spectrum could compete with all the others for all set-
tings. This is mainly because different light could enhance different
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Table 2
Statistical values of EER for each color by competitive coding.

Blue Cyan Green Magenta Yellow Red White

Mean 0.0718 0.0733 0.0742 0.0305 0.0523 0.0351 0.0358
Standard deviation 0.0288 0.0243 0.0262 0.0220 0.0204 0.0358 0.0195
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Fig. 8. Recognition Accuracy under different Cu by (2D)2PCA.

Table 3
The highest accuracy for each color by (2D)2PCA.

Blue Cyan Green Magenta Yellow Red White

97.2000 96.8777 96.6334 97.4333 97.8777 97.3555 97.6334
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features of palms, while these different features have different
intensity distributions which are in favor of different parameters.

Second, among the three primary colors, red leads to a little
higher accuracy than blue and green. This is mainly because red
could not only capture most of the palm line information, but also
capture some palm vein structures as shown in Fig. 2. This addi-
tional palm vein information helps in classifying those palms with
similar palm lines. It could also explain why the composite colors
(magenta, yellow, white) could get better accuracy than cyan.

Last, white color could not get the best accuracy among the se-
ven spectra. Yellow achieves the best result by the schemes of wide
line detection and (2D)2PCA, while magenta achieves the best re-
sult by the scheme of competitive coding. Furthermore, there is a
statistically significant difference at a significance level of 0.05 be-
tween magenta and white in competitive coding trails, and be-
tween yellow and white in wide line detection trials. This finding
could be explained as follows.

According to additive color mixing and object imaging formula
(Kittler and Sadeghi, 2004), the intensity of palmprint image by
white light could be regarded as a composition of three compo-
nents, intensity by blue light, green light and red light. As shown
in Fig. 2, the palmprint images under blue and green illumination
are more similar to each other than to the image under red illumi-
nation. A quantitative image similarity index, CW-SSIM, (Wang and
Simoncelli, 2005) further validate that blue and green collect much
redundant information, as the average similarity between blue and
green is 0.95 (the maximal value is 1), while the average similarity
between blue and red, and green and red are 0.83. The redundancy
makes white color fail to capture more information than the yellow
or magenta color, and sometimes the accuracy drops a little. This is
also consistent with the finding of Fratric and Ribaric (2008), fusion
of blue and red channels gets better result than fusion of three
channels.
5. Conclusion

Palmprint recognition has been attracting lots of research atten-
tion in the past decade and many data collection devices have been
proposed. In order for good image quality and high data capture
speed, using cameras mounted with active lighting sources is the
most popular device configuration. Almost all existing devices used
white light as the illumination source but there was no systematic
analysis on whether the white light is the optimal light source for
palmprint recognition. This paper made such an effort on answer-
ing this problem by establishing a large multispectral palmprint
database using our developed device. With the database we empir-
ically evaluated the recognition accuracies of palmprint images un-
der seven different colors by three different methods. Our
experimental results showed that the white color is not the opti-
mal color for palmprint recognition and the yellow or magenta col-
or could achieve higher accuracy than the white color.

However, so far our data were collected from East Asian residents
(more specifically Chinese) only. Since the palm spectral properties
of different groups may be different (Angelopoulou, 2001), the find-
ing of this work may not valid for other groups. In the future, more
samples from other groups will be collected to investigate the best
illumination conditions for palmprint recognition.
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