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In the paper, fuzzy fisherface is extended to image matrix, namely, the fuzzy 2DLDA (F2DLDA). In the

proposed method, we calculate the membership degree matrix by fuzzy K-nearest neighbor (FKNN),

and then incorporate the membership degree into the definition of the between-class scatter matrix

and the within-class scatter matrix. Finally, we get the fuzzy between-class scatter matrix and fuzzy

within-class scatter matrix. In our definition of the between-class scatter matrix and within-class

matrix, the fuzzy information is better used than fuzzy fisherface. Experiments on the Yale, ORL and

FERET face databases show that the new method works well.

& 2010 Elsevier B.V. All rights reserved.
1. Introduction

Feature extraction by dimensionality reduction is an important
research topic in computer vision and pattern recognition. The
curse of high dimensionality is a major cause of limitations in
many practical technologies, while the large quantities of features
may even degrade the performances of the classifiers when the
size of the training set is small compared with the number of
features [1]. In the past several decades, many feature extraction
methods have been proposed, and the most well-known ones are
principle component analysis (PCA) and linear discriminant
analysis (LDA) [2].

Un-supervised learning cannot properly model the underlying
structure and characteristics of different classes. Discriminant
features are often obtained by supervised learning. LDA [2] is the
traditional approach to learn discriminant subspace. Unfortu-
nately, it cannot be applied directly to small sample size (SSS)
problems [3] because the within-class scatter matrix is singular.
As we know, face recognition is a typical SSS problem. Many
works have been reported to use LDA for face recognition. The
most popular method, called fisherface, was proposed by Swets
et al. [4] and Belhumeur et al. [5]. In their methods, PCA is first
used to reduce the dimension of the original features space to N–c

(N is the number of total training samples, c is the class number),
and the classical Fisher linear discriminant analysis (FLDA) is then
applied to reduce the dimension to d (drc). Since the smallest
projection components are thrown away in the PCA step, some
useful discriminatory information may be lost. On the other hand,
ll rights reserved.

Yang).
the PCA step cannot guarantee the transformed within-class
scatter matrix be non-singular. More discussions about PCA and
LDA can be found in [6].

To solve the singularity problem, a singular value perturbation
can be added to the within-class scatter matrix [7]. A more
systematic method is the regularized discriminant analysis (RDA)
[8]. In RDA, one tries to obtain more reliable estimates of the
eigenvalues by correcting the eigenvalue distortion with a ridge-
type regularization. Penalized discriminant analysis (PDA) is
another regularized version of LDA [9,10]. The goals of PDA are
not only to overcome the SSS problem but also to smooth the
coefficients of discriminant vectors for better interpretation.
The main problem of RDA and PDA is that they do not scale well.
In applications such as face recognition, the dimensionality is
often more than ten thousand. It is not practical for RDA and PDA
to process such a large covariance matrix.

A well-known null subspace method is the LDA+PCA method
[11]. When within-class scatter matrix is of full rank, LDA+PCA
only calculates the maximum eigenvectors of (Sw)�1 Sb to form
the transformation matrix. Otherwise, a two-stage procedure is
employed. First, the data are transformed into the null space V0 of
Sw. Second, it maximizes the between-class scatter in V0.
LDA+PCA could be sub-optimal because it maximizes the
between-class scatter in the null space of Sw instead of the
original input space. Direct LDA is another null space method that
discards the null space of Sb [12]. It is achieved by diagonalizing
first Sb and then Sw, which is in the reverse order of conventional
simultaneous diagonalization procedure. If St, instead of Sw, is
used in direct LDA, it is actually equivalent to the PCA+LDA. Gao
et al. [13] proposed a singular value decomposition (SVD) based
LDA approach to solving the single training sample per person
problem for face recognition. Dai et al. [14,15] developed an
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inverse Fisher discriminant analysis (IFDA) method. They mod-
ified the procedure of PCA and derived the regular and irregular
information from the within-class scatter matrix by a new
criterion called inverse Fisher discriminant criterion. Jin et al.
[16] proposed the uncorrelated optimal discrimination vectors
(UODV) approach which maximizes Fisher criterion simulta-
neously. Tao et al. [17] proposed to maximize the geometric
mean of all pairs of Kullback–Leibler (KL) divergences for
subspace selection, which maximizing the geometric mean of KL
divergences between different class pairs.

The above-mentioned methods need to transform the 2D
images into 1D vectors. This often leads to the so-called ‘‘curse of
dimensionality’’ problem, which is often encountered in SSS cases
such as face recognition. The matrix-to-vector transform may also
cause the loss of some useful structural information embedding in
the original images. To overcome the problems, Yang et al. [18]
proposed the 2-dimensional principal analysis (2DPCA). 2DPCA is
based on 2D image matrices rather than 1D vectors. That is, the
image matrix does not need to be transformed into a vector.
Instead, the image covariance matrix can be constructed directly
from the image matrices, and its eigenvectors are derived for
image feature extraction. In contrast to PCA, the size of covariance
matrix using 2DPCA is much smaller. As a result, 2DPCA computes
the corresponding eigenvectors more quickly than PCA. Inspired
by the successful application of 2DPCA to face recognition, 2DLDA
was proposed [19–22]. Recently, Zheng et al. [23] investigated the
relations between vector-based linear discriminant analysis and
matrix-based discriminant analysis. They pointed out that from
the bias estimation point of view, 2DLDA might be more stable
than 1DLDA. More recently, a method based on the local
geometrical structure called tensor subspace analysis (TSA) [24]
was proposed, which captures an optimal linear approximation to
the face manifold in the sense of local isometry. Tao et al. [25,26]
proposed a tensor discriminant analysis method for feature
extraction. They proposed a convergent solution to discriminative
tensor subspace selection.

Regretfully, 2DLDA assumes the same level of typicality of each
face to the corresponding class. In this paper we propose to
incorporate a gradual level of assignment to the class being
regarded as a membership grade with anticipation that such
discrimination helps to improve the classification results. More
specifically, when operating on feature vectors resulting from PCA
transformation we complete a fuzzy K-nearest neighbor class
assignment that produces the corresponding degree of class
membership. By taking advantage of the technology of fuzzy sets
[27], a number of studies have been carried out for fuzzy pattern
recognition [28–31].

The organization of this paper is as follows: In Section 2,
we briefly review 2DLDA and Fuzzy fisherface. In Section 3,
we propose the idea and describe the new method in detail.
In Section 4, experiments on face image databases are presented
to demonstrate the effectiveness of the new method. Conclusions
are summarized in Section 5.
2. Related works

2.1. 2DLDA

Training is a process of acquiring features from available
training images and storing them in a knowledge base for the
purpose of recognizing an input image. Given a set of samples of
each class, the 2DLDA extracts most informative features which
could establish a high degree of similarity between samples of the
same class and a high degree of dissimilarity between samples of
two classes. Suppose there are c known pattern classes w1,w2,y,
wc and N training samples. X ¼ fXi
jg (i¼1,2,y, lc, j¼1,2,y, c) is a

set of samples with m�n dimension. lj is the number of training
samples of class j and satisfies

Pc
i ¼ 1 li ¼N. Set Xj ¼ ð1=ljÞ

Plj
i ¼ 1 Xi

j ,
X ¼ ð1=NÞ

Pc
j ¼ 1

Plj
i ¼ 1 Xi

j , j¼1,2,y, c. The image between-class
scatter matrix Gb and the image within-class scatter matrix Gw are
computed as

Gb ¼
1

N

Xc

j ¼ 1

ljðXj�X ÞðXj�X ÞT ð1Þ

Gw ¼
1

N

Xc

j ¼ 1

Xlj

i ¼ 1

ðXi
j�Xj ÞðX

i
j�Xj Þ

T
ð2Þ

Once Gb and Gw are computed, it is recommended to find the
optimal projection axis W so that the total scatter of the projected
samples of the training images is maximized. The objective
function of 2DLDA can be defined as

JðWÞ ¼ argmax
W

WT GbW

WT GwW
ð3Þ

It can be proven that the eigenvector corresponding to the
maximum eigenvalue of (Gw)�1Gb is the optimal projection
vectors which maximizes J(W). Generally, as it is not enough to
have only one optimal projection vector, we usually look for d

projection axes, say w1,w2,y, wd, which are the eigenvectors
corresponding to the first d largest eigenvalues of (Gw)�1Gb. In
2DLDA, once these projection vectors are computed, each training
image Xi

j is then projected onto W to obtain the feature matrix Yi
j

of size m� d of the training image Xi
j . So, during training, for each

training image Xi
j a corresponding feature matrix of size m�d is

constructed and stored for matching at the time of recognition.

2.2. Fuzzy fisherface

K.C-Kwak [28] proposed the fuzzy fisherface for face recogni-
tion via fuzzy set. Given a set of feature vectors X¼{x1,x2,y, xN,}, c

known pattern classes w1,w2,y, wc, lj, is the number of training

samples of class j and satisfies
Pc

i ¼ 1 li ¼N, m¼ 1=N
PN

i ¼ 1 xi.

A fuzzy ‘‘c’’-class partition of these vectors specifies the degree
of membership of each vector to the classes. The membership
matrix ½uij�ði¼ 1,2, . . . ,c, j¼ 1,2, . . . ,NÞ can be got by FKNN, it will
be discussed in section 3.1 in detail. Taking into account the
membership grades, the mean vector of each class mi is calculated
as follows:

mi ¼

PN
j ¼ 1

uijxj

PN
j ¼ 1

uij

ð4Þ

The between-class fuzzy scatter matrix Sfb and within-class
fuzzy scatter matrix Sfw incorporate the membership values in
their calculations

Sfb ¼
Xc

i ¼ 1

liðmi�mÞðmi�mÞT ð5Þ

Sfw ¼
Xc

i ¼ 1

Xli

j ¼ 1

ðxj
i�miÞðx

j
i�miÞ

T
ð6Þ

The optimal fuzzy projection matrix W of fuzzy fisherface
follows the expression:

W ¼ argmax
W

WT SfbW

WT SfwW
ð7Þ

Finally, PCA plus fuzzy FLD is used in SSS cases.
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3. Fuzzy 2DLDA

By analyzing 2DLDA, we note that the algorithm dwells on the
concept of a binary class assignment. Since the faces are
significantly affected by numerous environmental conditions
(e.g. illumination, poses, etc.), it is advantageous to investigate
these factors and quantify their impact on their ‘‘internal’’ (i.e.
algorithm-driven) class assignment. The purpose is to reflect all
these factors in a ‘‘soft’’ viz. fuzzy class allocation to the individual
face under consideration. Actually, the idea of such ‘‘fuzzification’’
of class assignment has been used by Keller et al. [28] under the
notion of fuzzy k-nearest neighbor classifier. Inspired by the fuzzy
fisherface, we expect that fuzzy set theory can be used effectively
to enhance the performance of 2DLDA. In the following, we
formulate the new fuzzy 2DLDA (F2DLDA) algorithm, which
makes fully use of the distribution information of samples.
Specifically, the sample distribution information is represented
by fuzzy membership degree corresponding to each class.
3.1. Fuzzy K-nearest neighbor (FKNN)

In our method, fuzzy membership degree and class centers
are obtained through the FKNN [28] algorithm. With FKNN, the
computations of the membership degree can be realized through
the following steps:

Step1: Compute the Euclidean distance matrix between pairs
of feature vectors in the training set.

Step2: Set the diagonal elements of the Euclidean distance
matrix to infinity.

Step3: Sort the distance matrix (treat each of its columns
separately) in an ascending order. Collect the corresponding class
labels of the patterns located in the closest neighborhood of
the pattern under consideration (as we are concerned with ‘k‘
neighbors, this returns a list of ‘k‘ integers).

Step4: Compute the membership degree to class ‘i’ for the jth
pattern using the method proposed in the literature [28]

uij ¼

0:51þ0:49� ðnij=kÞ if i¼ the label of the jth pattern

0:49� ðnij=kÞ if iathe label of the jth pattern

8<
:

ð8Þ

In the above equation, nij stands for the number of the
neighbors of the jth pattern belongs to the ith class.

Finally, the fuzzy membership matrix U can be obtained with
the output of FKNN

U ¼ ½uij�, i¼ 1,2, � � � ,c, j¼ 1,2, . . . ,N ð9Þ

3.2. The idea of fuzzy 2DLDA

The key step of Fuzzy 2DLDA is how to incorporate the
contribution of each training sample into the scatter matrices.
Based on the fuzzy set theory, each sample can be classified into
multi-classes with fuzzy membership degrees, instead of binary
classification. In the redefinition of the fuzzy within-class scatter
matrix, samples that are more close to class center have more
contribution to classification. In the redefinition of the between-
class scatter matrix, class which is far from the total center will
have more contribution to classification. Then, the membership
degree of each sample (contribution to each class) should be
considered and the mean matrix of each class, the corresponding
fuzzy within-class scatter matrix Gfw and fuzzy between-class
scatter matrix Gfb can be redefined as follows:

Ai ¼

PN
j ¼ 1

up
ijAj

PN
j ¼ 1

up
ij

ð10Þ

Gfw ¼
Xc

i ¼ 1

Xli

j ¼ 1

up
ijðA

j
i�Ai ÞðA

j
i�Ai Þ

T
ð11Þ

Gfb ¼
Xc

i ¼ 1

XN

j ¼ 1

up
ijðAi�AÞðAi�AÞT ð12Þ

where p is a constant which controls the influence of fuzzy
membership degree,A is the mean of all samples. Similarly, the
fuzzy total scatter matrix Gft can be achieved as follows:

Gft ¼ GfwþGfb ð13Þ

Thus the scatter matrices with fuzzy set theory are redefined.
From Eqs. (4)–(6) and Eqs. (10)–(13), we can find that our
proposed method can make better use of the distribution of
samples. The membership degree is fully used in the construction
of the fuzzy within-class scatter matrix and the fuzzy between-
class matrix, while the membership degree is only used in the
calculation of the class mean in fuzzy fisherface.

It is easy to show that Gfw and Gfb are m�m matrices and they
are in general non-singular. The objective function of Fuzzy
2DLDA can be redefined as

JðWÞ ¼ argmax
W

WT GfbW

WT GfwW
ð14Þ

This criterion is in a form of Rayleigh quotient, and the optimal
solution can be obtained by solving a generalized eigen-equation.

3.3. The algorithm of fuzzy 2DLDA

Based on the above descriptions, the proposed fuzzy 2DLDA
(F2DLDA) algorithm can be summarized as follows:

Step 1 (FKNN): The class center matrix Ai and the fuzzy
membership degree matrix U can be computed with the FKNN
algorithm in the original image space.

Step 2 (Fuzzy 2DLDA): According to Ai and U, compute the fuzzy
within-class scatter matrix Gfw and fuzzy between-class scatter
matrix Sfb. The optimization problem in Eq. (10) can be solved by
ðGfwÞ

�1Gfbu¼ lu with eigenvalues l14?4lq40 and normalized
eigenvectors u1,u2,y, uq. Then the optimal projection matrix can
be obtained.

Step 3 (recognition): Project all samples into the obtained
optimal discriminant matrix and classify.
4. Experiments

Three face image databases, namely, the Yale database, the
ORL database and the FERET database, are used to compare the
proposed fuzzy 2DLDA (F2DLDA) approach with the following
algorithms: PCA (eigenface) [5], 2DPCA [18], LDA (Fisherface) [5],
2DLDA [23], fuzzy fisherface [29], and LPP [32].

4.1. Experiments on the Yale database

The Yale face database contains 165 images of 15 individuals
(each person providing 11 different images) under various facial
expressions and lighting conditions. In our experiments, each
image was manually cropped and resized to 100�80. Fig. 1
shows seven sample images of one person.
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Fig. 1. Eleven images of one person in Yale.

Table 1
Maximal recognition rate on the Yale database.

Method PCA 2DPCA LDA 2DLDA Fuzzy fisherface LPP CFLDA Proposed

Result 0.8533 0.9200 0.9333 0.9333 0.8533 0.8267 0.9467 0.9600
Dimension 37 100�11 14 100�3 14 37 36 100�3

Table 2
Average recognition comparison on Yale database.

Method PCA 2DPCA LDA 2DLDA Fuzzy fisherface LPP CFLDA Proposed

Ex 0.9027 0.9240 0.9520 0.9533 0.9307 0.9187 0.9547 0.9633
Std 0.0576 0.0321 0.0566 0.0144 0.0711 0.0481 0.0423 0.0261

Fig. 2. Ten images of one person in ORL

Table 3
Average recognition rate on ORL database.

Method s Class Dim Mean/Std

PCA 3 40 74 0.8918/0.0189

2DPCA 3 40 112�4 0.9004/0.0261

LDA 3 40 39 0.9061/0.0211

2DLDA 3 40 112�3 0.9161/0.0193

Fuzzy fisherface 3 40- 39 0.8982/0.0269

LPP 3 40 74 0.7575/0.0299

CFLDA 3 40 39 0.8414/0.0281

Proposed 3 40 112�3 0.9208/0.0217

PCA 4 40 93 0.9375/0.00224

2DPCA 4 40 112�4 0.9354/0.0234

LDA 4 40 39 0.9512/0.0195

2DLDA 4 40 112�3 0.9417/0.0127

Fuzzy fisherface 4 40 39 0.9492/0.0220

LPP 4 40 93 0.8350/0.0258

CFLDA 4 40 39 0.9129/0.0256

Proposed 4 40 112�3 0.9604/0.0194
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The first experiment was performed using the first six images
(i.e., center-light, with glasses, happy, left-light, without glasses,
and normal) per class for training, and the remaining five images
(i.e., right-light, sad, sleepy, surprised, and winking) for testing. For
feature extraction, we used, respectively, PCA, 2DPCA, LDA, 2DLDA,
fuzzy fisherface, LPP, and the proposed F2DLDA. Note that LDA, LPP
(t¼ +N), CFLDA, and fuzzy fisherface involve a PCA phase. In this
phase, we keep nearly 95 percent image energy and select the
number of principal components, m, as 37. In the second phase of
LDA and fisherface, the number of discriminant vectors corre-
sponding to the c–1 largest generalized eigenvalues is 14. The
FKNN parameter K is set as K¼ l–1¼5, where l denotes the number
of training samples per class. The justification for this choice is that
each sample should have l–1 samples of the same class provided
that within-class samples are well clustered. Finally, the nearest
neighbor (NN) classifier with cosine distance is employed for
classification. The maximal recognition rate of each method and
the corresponding dimensions are given in Table 1.

From Table 1, we can see that F2DLDA outperforms other
methods. The reason is that the overlapping sample’s distribution
information is incorporated in the redefinition of scatter matrices
by fuzzy set theory, which is important for classification, and the
image structural information in considered in the 2D methods.

In the second experiment, 10-fold cross-validation tests are
performed to re-evaluate the performance of PCA, 2DPCA, LDA,
2DLDA, fuzzy fisherface, LPP (t¼ +N), CFLDA, and F2DLDA. In
each test, six images of each subject are randomly chosen for
training, while the remaining five images are used for testing.
In the second experiment, we select the same dimension
and parameters as in the first experiment. Table 2 shows the
maximal average recognition rates across 10 runs of each
method under nearest neighbor classifier with cosine distance
metrics. The corresponding standard deviations (std) are also
listed. From Table 2, it can be seen that F2DLDA outperforms
other methods.

In all the experiments, PCA is used to extract 66 principal
component features and 2DPCA is used to extract 112�11
principal component feature vectors. LDA is used to extract 14
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Fig. 3. Images of one person in FERET.

Table 4
Recognition rate on FERET.

Method PCA 2DPCA LDA 2DLDA Fuzzy fisherface LPP CFLDA Proposed

Ex 0.3662 0.4792 0.4936 0.4388 0.4914 0.3584 0.4515 0.5288
Std 0.0688 0.0864 0.1012 0.0503 0.0938 0.0755 0.0835 0.0605
Dim 99 40�8 99 40�8 99 99 114 40�8

W. Yang et al. / Neurocomputing 73 (2010) 1556–15611560
LDA features, 2DLDA, and F2DLDA are used to extract 112�3
feature vectors.

4.2. Experiments on the ORL database

The ORL (http://www.cam-orl.co.uk) database contains 40
persons, each having 10 different images. The images of the same
person are taken at different times, under slightly varying lighting
conditions and with various facial expressions. Some people are
captured with or without glasses. The heads in images are slightly
titled or rotated. The images in the database are manually
cropped and rescaled to 112�92. Fig. 2 shows ten images of
one person in ORL.

In the experiments, we split the whole database into two parts
evenly. One part is used for training and the other part is for
testing. In order to make full use of the available data and to
evaluate the generalization power of algorithms more accurately,
we adopt a cross-validation strategy and run the system 10 times.
In each time, s face images from each person are randomly
selected as training samples, and the rest is for testing. The
classical PCA, 2DPCA, LDA, 2DLDA, LPP (t¼ +N), CFLDA, and fuzzy
fisherface and the proposed F2DLDA are, respectively, used for
feature extraction. In the PCA stage of LDA, LPP, and fuzzy
fisherface, we keep nearly 95 percent image energy and the
number of principal components, m, is set as 61 and 73. The FKNN
parameter K is set as K¼S–1. Finally a nearest neighbor classifier
with cosine distance is employed. The recognition results are
shown in Table 3. From Table 3, we find that our method all
outperforms other methods and our method can work well.

4.3. Experiments on the FERET database

The FERET face database is a result of the FERET program,
which was sponsored by the US Department of Defense through
the DARPA Program [33,34]. It has become a standard database
for testing and evaluating state-of-the-art face recognition
algorithms. The proposed method was tested on a subset of the
FERET database. This subset includes 1400 images of 200
individuals (each individual has seven images). This subset
involves variations in facial expression, illumination, and pose.
In our experiment, the facial portion of each original images was
automatically cropped based on the location of the eyes and the
cropped images was resized to 40�40 pixels. Some example
images of one person are shown in Fig. 3.

In order to make full use of the available data and to evaluate
the generalization power of algorithms more accurately, we adopt
a cross-validation strategy and run the system 10 times. In each
time, 2 face images from each person are randomly selected as
training samples, and the rest is for testing. The classical PCA, LDA,
2DLDA, fuzzy fisherface, LPP (t¼ +N), CFLDA, and the proposed
F2DLDA are, respectively, used for feature extraction. The FKNN
parameter K is set as K¼2. Finally a nearest neighbor classifier
with cosine distance is employed. In the experiments, in the PCA
stage of LDA and fuzzy fisherface, we keep nearly 95 percent
image energy and the number of principal components, m, is set
as 99. PCA is used to extract 86 principal component features,
2DLDA and F2DLDA are used to extract 40�4 feature vectors. The
images in the FERET face database are subject to complex
nonlinear changes due to large pose, expression or illumination
variations. From Table 4, we can see that our proposed method
can work well in the complex circumstance.
5. Conclusions

In this paper, we proposed a new method for feature
extraction, namely the fuzzy 2DLDA (F2DLDA). This method is
based on LDA, image matrix and the fuzzy set theory. First, the
structural information is considered in our method; second, the
overlapping sample’s distribution information is fully incorpo-
rated in the redefinition of corresponding scatter matrices, which
is important for classification. Experiments on the Yale, the ORL,
and FERET face databases showed that the new method works
effectively.
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