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This paper proposes a new method of feature extraction and recognition, namely, the fuzzy inverse

Fisher discriminant analysis (FIFDA) based on the inverse Fisher discriminant criterion and fuzzy set

theory. In the proposed method, a membership degree matrix is calculated using FKNN, then the

membership degree is incorporated into the definition of the between-class scatter matrix and within-

Experimental results on the ORL, FERET face databases and pulse signal database show that the new

method outperforms Fisherface, fuzzy Fisherface and inverse Fisher discriminant analysis.

Crown Copyright & 2009 Published by Elsevier B.V. All rights reserved.
1. Introduction

It is well known that FDA is an effective feature extraction
method. But, unfortunately, it cannot be applied directly to small
size sample (SSS) problems [1], for in these cases, the within-class
scatter matrix is singular. As we know, face recognition is a typical
small size problem. In order to utilize LDA for face recognition, a
number of research works have been done [2–9]. The most
popular method, called Fisherface, was build by Swets et al. [2]
and Belhumeur et al. [3]. In their methods, PCA is first used to
reduce the dimension of the original features space to N�c, and
the classical FLD is next applied to reduce the dimension to d

(dpc). Obviously, in the PCA transform, the small c�1 projection
components have been thrown away. So some effective discrimi-
natory information may be lost. And PCA step cannot guarantee
the transformed within-class scatter matrix still be not singular.
Yang and Yang [4] have proven the theoretical foundation for
Fisherface and proposed a linear feature extraction method. First,
PCA is used to reduce the dimension of feature space to N�1 (N
denotes the number of training samples), and then the OFLD [5]
method is used for the second feature extraction. However, no
09 Published by Elsevier B.V. All
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procedure has been shown to determine the optimal dimensions
in the OFLD.

To handle the singularity problem, it is also popular to add a
singular value perturbation to within-class scatter matrix to make
it nonsingular [6]. A similar but more systematic method is
regularized discriminant analysis (RDA) [7]. In RDA, one tries to
obtain more reliable estimates of the eigenvalues by correcting
the eigenvalue distortion in the sample covariance matrix with a
ridge-type regularization. Besides, RDA is also a compromise
between LDA and QDA (quadratic discriminant analysis), which
allows one to shrink the separate covariances of QDA towards a
common covariance as in LDA. Penalized discriminant analysis
(PDA) is another regularized version of LDA [8,9]. The goals of PDA
are not only to overcome the small sample size problem but also
to smooth the coefficients of discriminant vectors for better
interpretation. The main problem with RDA and PDA is that they
do not scale well. In application such as face recognition, the
dimension of covariance matrices is often more than 10 000. It is
not practical for RDA and PDA to process such large covariance
matrices, especially, when the computing platform is made of PCs.
A well-known null subspace method is the LDA+PCA method [10].
When within-class scatter matrix is of full rank, the LDA+PCA
method just calculates the maximum eigenvectors of ðSwÞ

�1Sb to
form the transformation matrix. Otherwise, a two-stage proce-
dure is employed. First, the data are transformed into null space
V0 of Sw. Second, it tries to maximize the between-class scatter in
V0. Although this method solves small sample size problem, it
could be sub-optimal because it maximizes the between-class
rights reserved.
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scatter in the null space of Sw instead of the original input space.
Direct LDA is another null space method that discards the null
space of Sb [11]. This is achieved by diagonalizing first Sb and then
diagonalizing Sw, which is in the reverse order of conventional
simultaneous diagonalization procedure. In Direct LDA, one may
also employ St instead of Sw. In this way, Direct LDA is actually
equivalent to the PCA+LDA. Li et al. [12] further proposed an
efficient and robust linear feature extraction method which aims
to maximize the following criterion J ¼ trðWT

ðSb � SwÞWÞ, which
was called maximum margin criterion (MMC). In order to avoid
both the singularity and instability critical issues of the within-
class scatter matrix Sw when LDA is used in limited sample and
high dimensional problems, Thomaz and Gillies [13] proposed a
LDA-based approach based on a straightforward covariance
selection method for the Sw matrix [14].

Recently, Dai et al. [15,16] develop an inverse Fisher discrimi-
nant analysis (IFDA) method. The algorithm modifies the
procedure of PCA and derives the regular and irregular informa-
tion from the within-class scatter matrix by a new criterion, which
is called inverse Fisher discriminant criterion. Unfortunately, the
IFDA assumes that the same level of typicality of each face to the
corresponding class. Inspired by fuzzy Fisherface [19], we propose
to incorporate a gradual level of assignment to class being
regarded as a membership grade with anticipation that such
discrimination helps improve classification results. More specifi-
cally, when operating on feature vectors resulting from PCA
transformation we complete a fuzzy K-nearest neighbor class
assignment that produces the corresponding degree of class
membership. By taking advantage of the technology of fuzzy sets
[17], a number of studies have been carried out for fuzzy pattern
recognition [18–21]. This paper is the improved version of [22].

The organization of this paper is as follows. In Section 2, we
review briefly the related works. In Section 3, we propose the idea
and describe the new method in detail. In Section 4, experiments
with face images data are presented to demonstrate the
effectiveness of the new method. Conclusions are summarized
in Section 5.
2. Related works

2.1. FDA

Linear (Fisher) discriminant analysis (FDA) is a well-known
and popular statistical method in pattern recognition and
classification [23]. Suppose there are c known pattern classes
w1;w2; . . . ;wc , N training samples. X ¼ fxi

jg ði ¼ 1;2; . . . ; lc ; j ¼

1;2; . . . ; cÞ is a set of samples with d dimension. lj is the number of
training samples of class j and satisfies

Pc
i¼1li ¼ N. Set

Xj ¼ ð1=ljÞ
Plj

i¼1xi
j, X̄ ¼ ð1=NÞ

Pc
j¼1

Plj
i¼1xi

j. Let the between-class
scatter matrix and the within-class scatter matrix be defined as

Sb ¼
1

N

Xc

j¼1

ljðXj � XÞðXj � XÞT (1)

Sw ¼
1

N

Xc

j¼1

Xlj

i¼1

ðxi
j � xjÞðx

i
j � xjÞ

T (2)

It is easy to verify that St ¼ Sw þ Sb. Now, the projection matrix
WFDA of FDA is chosen as a matrix with orthonormal columns
maximizing the following quotient, called Fisher discriminant
criterion:

WFDA ¼ arg max
W

jWT SbWj

jWT SwWj
¼ ½w1;w2; . . . ;wm� (3)
where fwiji ¼ 1;2; . . . ;mg is the set of generalized eigenvectors of
ðSwÞ

�1Sb corresponding to the m largest generalized eigenvalues
fliji ¼ 1;2; . . . ;mg.
2.2. Fuzzy Fisherface

Kwak [19] proposed the fuzzy Fisherface for face recognition
via fuzzy set. Given a set of feature vectors, X ¼ fx1; x2; . . . ; xN;g, a
fuzzy ‘‘c’’-class partition of these vectors specifies the degree of
membership of each vector to the classes. The membership matrix
½uij�ði ¼ 1;2; . . . ; c; j ¼ 1;2; . . . ;NÞ can be obtained by FKNN [18]; it
will be discussed in Section 3.1 in detail. Taking into account the
membership grades, the mean vector of each class mi is calculated
as follows:

mi ¼

PN
j¼1uijxjPN

j¼1uij

(4)

The between-class fuzzy scatter matrix SFb and within-class
fuzzy scatter matrix SFw incorporate the membership values in
their calculations

SFb ¼
Xc

i¼1

Niðmi � XÞðmi � XÞT (5)

SFw ¼
Xc

i¼1

X
xk2wi

ðxk �miÞðxk �miÞ
T (6)

The optimal fuzzy projection WF-FDA follows the expression:

WF-FDA ¼ arg max
W

jWT SFbWj

jWT SFwWj
(7)

Finally, Kwak gave the strategy: PCA plus fuzzy FDA in small
sample size case.
2.3. Inverse FDA

From the inverse relationship

arg max
W

jWT SbWj

jWT SwWj
3 arg min

W

jWT SwWj

jWT SbWj
(8)

Without considering the singularity, the inverse Fisher dis-
criminant criterion, is

WIFDA ¼ arg min
W

jWT SwWj

jWT SbWj
(9)

In contrast with LDA, the program using the above inverse
Fisher discriminant criterion is called inverse Fisher discriminant
analysis [15,16]. Obviously, the Fisher criterion (3) and inverse
Fisher criterion (9) are equivalent, provided that the within-class
scatter matrix Sw and the between-class scatter Sb are not
singular. However, rankðSbÞpc � 1. Thus, the difficulty of SSS
problem still exists for IFDA. So the PCA can be exploited to reduce
the dimension of the original feature space. First, we apply PCA
procedure to lower the dimension from d to d0 and get a projection
matrix WPCA_S 2 Rd�d0 (WPCA_S ¼ ½ui1;ui2; . . . ;uid0 �, s.t. uT

ijStuij40,
uT

ijSbuij4uT
ijSwuij). Moreover, we project onto the range space of

the matrix S0b and get a projection matrix Wproj 2 Rd0�d00 . Second,
we use IFDA to find out the feature representation in the lower
dimensionality feature space Rd00 and obtain a transformation
matrix WIFDA. Consequently, we have the transformation matrix
Wopt of IFDA approach as follows:

Wopt ¼WT
IFDA �W

T
proj �W

T
PCA_S (10)
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WIFDA ¼ arg min
W

jWT WT
projW

T
PCA_SSwWPCA_SWprojWj

jWT WT
projW

T
PCA_SSbWPCA_SWprojWj

¼ arg min
W

jWT WT
projS

0
wWprojWj

jWT WT
projS

0

bWprojWj

¼ arg min
W

jWT S00wWj

jWT S00bWj
(11)

Those eigenvectors with respect to the smaller eigenvalues of St

are taken into account in IFDA, and IFDA can extract discriminant
vectors in the null space of Sw rather than just throw them away.
Unfortunately, the IFDA assumes that the same level of typicality
of each face to the corresponding class.
3. Fuzzy inverse FDA (FIFDA)

IFDA is considered to solve binary classification problems.
While overlapping samples existed, performance of IFDA may
degenerate. How can we represent the distribution of these
samples and improve classification performance through extract-
ing discriminative information from these samples? Obviously,
fuzzy set theory is a good choice. In this paper, we proposed a new
fuzzy inverse FDA algorithm, which makes full distribution of
samples. Samples distribution information is represented by fuzzy
membership degree corresponding to every class.

3.1. Fuzzy K-nearest neighbor (FKNN)

In our method, fuzzy membership degree and each class center
are obtained through FKNN [18] algorithm. With FKNN algorithm,
the computations of the membership degree can be realized
through a sequence of steps:

Step 1: Compute the Euclidean distance matrix between pairs of
feature vectors in training set.

Step 2: Set diagonal elements of this Euclidean distance matrix
to infinity.

Step 3: Sort the distance matrix (treat each of its columns
separately) in an ascending order. Collect the corre-
sponding class labels of the patterns located in the
closest neighborhood of the pattern under consideration
(as we are concerned with ‘‘k’’ neighbors, this returns a
list of ‘‘k’’ integers).

Step 4: Compute the membership degree to class ‘‘i’’ for jth
pattern using the expression proposed in the literature
[18].

uij ¼

0:51þ 0:49� ðnij=kÞ if i ¼ the same as the jth

label of the pattern

0:49� ðnij=kÞ if iathe same as the jth

label of the pattern

8>>>><
>>>>:

(12)

In the above expression nij stands for the number of the
neighbors of the jth data (pattern) that belong to the ith class. As
usual, uij satisfies two obvious properties:

Xc

i¼1

uij ¼ 1 (13)

0o
XN

j¼1

uijoN (14)

Therefore, the fuzzy membership matrix U can be achieved with
the result of FKNN.

U ¼ ½uij�; i ¼ 1;2; . . . ; c; j ¼ 1;2; . . . ;N (15)
3.2. The idea of fuzzy inverse FDA

The key step of FIFDA is how to incorporate the contribution of
each training sample into the redefine of scatter matrices. With the
conception of fuzzy set theory, every sample can be classified into
multi classes under fuzzy membership degree, which is different to
binary classification problem. In the redefinition of the fuzzy within-
class scatter matrix, samples that are more close to class center have
more contribution to classification. In the redefinition of the
between-class scatter matrix, in contrast to the redefinition of the
within-class scatter matrix, class which is far from total center will
have more contribution to classification. Taking into account the
fuzzy membership degree, the mean vector of each class is

fmi ¼

PN
j¼1up

ijxjPN
j¼1up

ij

(16)

Then, the membership degree of each sample (contribution to
each class) should be considered and the corresponding fuzzy
within-class scatter matrix, fuzzy between-class scatter matrix and
fuzzy total scatter matrix can be redefined as follow:

FSw ¼
Xc

i¼1

X
xj2wi

up
ijðxj �fmiÞðxj �fmiÞ

T (17)

FSb ¼
Xc

i¼1

XN

j¼1

up
ijð
fmi � XÞðfmi � XÞT (18)

FSt ¼ FSb þ FSw (19)

where p is a constant which controls the influence of fuzzy
membership degree, X is the mean of all samples.

So, all scatter matrices with fuzzy set theory are redefined and
the contribution of each sample is incorporated. From Eqs. (4)–(6)
and Eqs. (16)–(18), we can find that our proposed method can
more fully distribute the samples.

Finally the fuzzy inverse Fisher criterion function can be
defined as follows:

WF-IFDA ¼ arg min
W

jWT FSwWj

jWT FSbWj
(20)

This criterion is a Rayleigh quotient in form. If FSw is
nonsingular, it is easy to find its optimal solutions by solving a
generalized eigen-equation.

But in many practical face recognition tasks, there are not enough
samples to make the FSw nonsingular. There is still a small sample
size problem. Here we adopt the same strategy in IFDA. We can
exploit PCA transformation to reduce the dimension of the original
feature space. First, we apply the same PCA transformation as in
IFDA to lower the dimension from d to d0. Second, in the PCA_S
subspace, we calculate membership degree matrix by FKNN and
calculate the fuzzy between-class scatter matrix and fuzzy within-
class scatter matrix using the membership degree matrix. Moreover,
we project fuzzy between-class scatter matrix onto its range space.
Last, we use IFDA to find out the fuzzy IFDA feature representation in
the range space of the fuzzy between-class scatter matrix. Since
FKNN is used to calculate the membership in the proposed method
FIFDA and FKNN involves a sort program, it needs more computa-
tional cost than PCA and LDA.

3.3. The algorithm of fuzzy inverse FDA

Based on the above descriptions, fuzzy inverse FDA algorithm
can be described as follows:

Step 1: (PCA): PCA transformation is implemented on original
image spaces, St ¼ UTLU, L ¼ diagðl1; l2; . . . ; lg ;

0; . . . ;0Þ, g ¼ rankðStÞ, U ¼ ðu1;u2; . . . ;udÞ.
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Step 2: (PCA_S): Applying selection rule (for i ¼ 1;2; . . . ; g, if
uT

i Sbui4uT
i Swui then ui is selected) to the set of

fu1;u2; . . . ;udg, we get WPCA_S ¼ ½ui1;ui2; . . . ;uid0 �, where
d0pminfg; c � 1gÞ. We have the projection matrix WPCA_S:
Rd
! Rd0 . Applying it to the sampling matrix X.

Step 3: (FKNN): Class center matrix m and fuzzy membership
degree matrix U of training samples can be achieved
with FKNN algorithm in PCA_S transformed space Rd0 .

Step 4: (Dimension reduction): According to m and U work out
fuzzy within-class scatter matrix FSw and fuzzy be-
tween-class scatter matrix FSb and fuzzy total scatter
matrix FSt . Project onto the range of FSb, Wproj:R

d0
! Rd00 .

Calculate the between-class scatter matrix S0b ¼WT
proj �

FSb �Wproj and the within-class scatter matrix S0w ¼

WT
proj � FSw �Wproj in the reduced space Rd00 . We get

Y ¼WT
pro �W

T
PCA_S � X ¼ ðY1;Y2; . . . ;YNÞ.

Step 5: (FIFDA): The optimization problem (20) using inverse
Fisher criterion is solved by ðS0bÞ

�1S0wv ¼ lv with eigen-
values 0pl1pl2p � � �plq, qpd00 and corresponding
normalized eigenvectors v1;v2; . . . ;vq. We have
WF�IFDA ¼ ½v1;v2; . . . ;vq�. We get the optimal projection
matrix Wopt ¼WT

F�IFDA �W
T
proj �W

T
PCA_S.

Step 6: (Recognition): Project all samples into the obtained
optimal discriminant vectors and classify.
Table 1
Recognition rate on the ORL face database.

Method l Class Recognition

PCA 3 40 0.8429

LDA 3 40 0.7393

Inverse FDA 3 40 0.8643

Fuzzy Fisherface 3 40 0.7321

Proposed 3 40 0.8857

Table 2
Recognition rate on the ORL face database.

Method l Class Mean/std.

PCA 3 40 0.8918/0.0189

LDA 3 40 0.8236/0.0275

Inverse FDA 3 40 0.8961/0.0193

Fuzzy Fisherface 3 40 0.8232/0.0283

Proposed 3 40 0.8993/0.0203
4. Experiments

Two face image databases, namely the ORL database and FERET
database, and a wrist pulse signal database are used to compare
the proposed fuzzy inverse FDA approach with the following
algorithms: PCA [3], inverse FDA [16], LDA [3], fuzzy Fisherface
[19]. The experiments are implemented on AMD Athlon(tm) 64
Processor 3000+ Lenovo computer with 512 M RAM and pro-
grammed in the MATLAB language (version 7.01).

4.1. Experiments on ORL database

The ORL (http://www.cam-orl.co.uk) database contains 40
persons, each having 10 different images. The images of the same
person are taken at different times, under slightly varying lighting
conditions and with various facial expressions. Some people are
captured with or without glasses. The heads in images are slightly
titled or rotated. The images in the database are manually cropped
and rescaled to 56� 46. Fig. 1 shows 10 images of one person in
ORL.

The first experiment was performed using the first three
images per class for training, and the remaining seven images for
testing. For feature extraction, we used, respectively, PCA, LDA,
fuzzy Fisherface, inverse FDA, and the proposed fuzzy inverse FDA.
Note that Fisherface and fuzzy Fisherface involve a PCA phase. In
this phase, we keep nearly 99 percent image energy and select the
number of principal components, m, as 61. The FKNN parameter K

is set as K ¼ l�1 ¼ 2, where l denotes the number of training
samples per class. The justification for this choice is that each
sample should have l�1 samples of the same class provided that
within-class samples are well clustered. Finally, the nearest
neighbor (NN) classifier with cosine distance is employed for
Fig. 1. Ten images of o
classification. The maximal recognition rate of each method and
the corresponding dimensions are given in Table 1.

In the second experiment, three images of each class are
randomly selected to form the training images. The remaining
seven images are used for testing. We run the system 10 times.
PCA, LDA, inverse FDA, fuzzy Fisherface, and proposed method are,
respectively, used for feature extraction. In the PCA stage of LDA
and fuzzy Fisherface, the number of principal components, m, is
set as 61. The FKNN parameter K is set as K ¼ 2. Table 2 shows the
maximal average recognition rates across 10 runs of each method
under nearest neighbor classifier with cosine distance metrics and
their corresponding standard deviations (std.). From Table 2, it can
be seen that fuzzy inverse FDA outperforms other methods.

Why can fuzzy inverse FDA outperform other methods? In our
opinion, first the overlapping sample’s distribution information is
completely incorporated in the redefinition of corresponding
scatter matrices by fuzzy set theory, which is important for
classification. Evidently, as the faces are significantly affected by
numerous environmental conditions (including illumination,
poses, etc.), it is advantageous to investigate these factors and
quantify their impact on their ‘‘internal’’ (viz. algorithm-driven)
class assignment. We find that FKNN can be used effectively to
enhance the performance of Inverse FDA. We envision that FKNN
can capture the underlying clustering of samples. Second, the
small principal components that might be essential for classifica-
tion are considered in the PCA with selection step. In the PCA with
selection, we select the vectors that are more effective for
classification and small eigenvectors corresponding to the small
eigenvalues are considered and might be selected according to the
selection rule. Third, the discriminative information in the null
space of fuzzy within-class scatter matrix is considered in the
feature extraction. When the fuzzy within-class scatter matrix is
singular, we still get the discriminative projection vectors because
of the PCA with selection. So the final projection vectors consider
the discriminative information in the null space of fuzzy within-
class scatter matrix.
ne person in ORL.

http://www.cam-orl.co.uk
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4.2. Experiments on FERET database

The FERET face database is a result of the FERET program,
which was sponsored by the US Department of Defense through
the DARPA Program [24,25]. It has become a standard database for
testing and evaluating state-of-the-art face recognition algo-
rithms. The proposed method was tested on a subset of the
FERET database. This subset includes 1400 images of 200
individuals (each individual has seven images). This subset
involves variations in facial expression, illumination, and pose.
In our experiment, the facial portion of each original images was
automatically cropped based on the location of the eyes and the
cropped images was resized to 40� 40 pixels. Some example
images of one person are shown in Fig. 2.

In our experiments, we split the whole database into two parts
evenly. One part is used for training and the other part is for
testing. In order to make full use of the available data and to
evaluate the generalization power of algorithms more accurately,
we adopt a cross-validation strategy and run the system 10 times.
In each time, l face images from each person are randomly
selected as training samples, and the rest is for testing. The
classical PCA, LDA, inverse FDA, fuzzy Fisherface, and the proposed
method are, respectively, used for feature extraction. In the PCA
stage of LDA and fuzzy Fisherface, we keep nearly 99 percent
image energy and select the number of principal components, m,
as 299. The FKNN parameter K is set as K ¼ 2. Finally a nearest
neighbor classifier with cosine distance is employed. The
recognition results are shown in Table 3. From Table 3, we can
find that our method outperforms all the other methods.

In all the experiments, p ¼ 2. Fuzzy inverse FDA makes full
distribution of the samples by virtue of fuzzy set theory when it
calculates the between-class scatter matrix and within-class
Fig. 2. Images of one person in FERET.

Table 3
Recognition rate on the FERET face database.

Method l Class Mean/std.

PCA 3 200 0.4566/0.0957

LDA 3 200 0.2875/0.0420

Inverse FDA 3 200 0.4193/0.0563

Fuzzy Fisherface 3 200 0.2337/0.0308

Proposed 3 200 0.4887/0.0532

Fig. 3. Some normalized
scatter matrix, so fuzzy inverse FDA can extract more discrimi-
native feature. So the proposed fuzzy inverse FDA method
outperformed other method. The face images in FERET database
have significant variants in illuminations and expressions. Using
FKNN to get the membership degree matrix, inverse FDA with the
redefined fuzzy within-class scatter matrix and fuzzy between-
class scatter matrix more efficiently captures the distribution of
samples than inverse FDA and fuzzy Fisherface.

4.3. Experiments on pulse signal database

Traditional Chinese pulse diagnosis (TCPD), one of the most
important diagnostic techniques in Traditional Chinese Medicine
(TCM), is to diagonise disease by means of fingers palpating
patients. By analyzing the pressure fluctuation signal of pulse,
doctors can detect and predict dome symptoms. TCPD can not
only deduce the positions and degree of pathological changes, but
also it is a convenient, inexpensive, painless, bloodless, noninva-
sive, and side-effect free method promoted by U.N. [26].
Computerized analysis of wrist-pulse signals is a crucial step in
objectifying and standardizing TCPD [27].

The pulse signals are not a random event and cyclic with
regularly occurring percussion, Tidal, and Dicrotic waves. The
acquisition process of the pulse signal data used here can be found
in Zhang’s work [28]. There are three steps in the experiments:
pre-process, feature extraction, and classification. First, we use the
Gaussian filter to remove the noise and apply the wavelet
transform to remove the baseline drift. We choose the discrete
Meyer wavelet for this purpose because it is infinitely differenti-
able and can decrease to zero faster than any inverse polynomial
[29]. After the preprocessing, we detect the onset points of wrist-
pulse signals. We can segment the wrist-pulse signals according
to the onset points. Then, the wrist-signal is normalized to a fixed
length of 150 points and the range of [0, 1]. Some normalized
pulse signal examples are shown in Fig. 3.

In the experiments, we choose 6 classes of pulse signals (5
classes of disease pulse signals and 1 class of healthy pulse signal)
for recognition. Each class includes 5 subjects and each subject
has 12 samples. We use the first 6 samples of each subject for
training, and use the rest samples for testing. The experimental
results are shown in Table 4. From Table 4, we can find that the
proposed method has the highest recognition rate, while PCA has
better performance than LDA, and fuzzy Fisherface method is
better than the inverse FDA. Why can the unsupervised method
PCA outperform supervised method LDA and inverse FDA? In our
opinion, the possible reason is that PCA is more robust than LDA
and inverse FDA to outliers. Actually LDA and inverse FDA extract
fewer features in our experiments. Considering the fact that TCM
and TCPD depend heavily on the experience of practitioners and
pulse signal samples.
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Table 4
Recognition rate on the pulse signal database.

Method Class Max recognition rate

PCA 6 0.7556

LDA 6 0.7222

Inverse FDA 6 0.7222

Fuzzy Fisherface 6 0.7444

Proposed 6 0.7778

W. Yang et al. / Neurocomputing 72 (2009) 3384–3390 3389
the diagnosis process is often a fuzzy process, the fuzzy
information can be very helpful for TCPD. The experimental
results also validate that the methods incorporated with fuzzy
information have a better performance.
5. Conclusions

In this paper, we proposed a new method for feature extraction
and recognition, namely the fuzzy inverse Fisher discriminant
analysis. We re-defined the fuzzy between-class scatter matrix
and within-class scatter matrix according to FKNN. This reduces
the sensitivity of inverse FDA to substantial variations between
face images caused by varying illumination, viewing conditions,
and facial expression. By using the fuzzy membership, the
influence of the outliers on feature extraction and final classifica-
tion can be effectively reduced and the more effective discrimi-
native features can be obtained than those by PCA and LDA. The
fuzzy between-class scatter matrix and fuzzy within-class scatter
matrix in fuzzy inverse FDA can more fully distribute the sample
than the fuzzy between-class scatter matrix and fuzzy within-
class scatter matrix in fuzzy Fisherface; FIFDA considers the
discriminative information in the null space of fuzzy within-class
scatter matrix that was ignored in fuzzy Fisherface. Experiments
on the ORL, FERET face databases, and pulse signal database show
that the proposed method is effective. In the future, we will make
more tests on other types of data and extend the fuzzy set theory
with kernel methods in the nonlinear case.
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