In this supplementary file, we provide:

1. Some sample images of our RealSR dataset.
2. The details of our network architecture.
3. More visual results by SISR models trained on simulated SISR datasets and our RealSR dataset.
4. The computational cost of competing models and their visual results when trained on our RealSR dataset.
5. More super-resolved results on images outside our dataset.

1. Sample images of the RealSR dataset

Currently, the proposed RealSR dataset contains 595 HR-LR image pairs covering a variety of image contents. To ensure the diversity of our RealSR dataset, images are captured in indoor, outdoor and laboratory environments. Several examples of our RealSR dataset are shown in Fig. 1. It provides, to the best of our knowledge, the first general purpose benchmark for real-world SISR model training and evaluation. The RealSR dataset will be made publicly available.
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Figure 1. Some sample images of our RealSR dataset.
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2. The details of our network architecture

The network architecture of our proposed Laplacian pyramid based kernel prediction network (LP-KPN) is shown in Table 1. In this table, “H × W × C conv” denotes a convolutional layer with C filters of size H × W which is immediately followed by a ReLU nonlinearity. Each residual block contains two 3 × 3 convolutional layers with the same number of filters on both layers. The stride size for all convolution layers is set to 1 and the number of filters C in each layer is set to 64, except for the last layer where C is set to 25. The structure of the residual block is shown in Fig. 2, which is same as [3]. We use the shuffle operation [4] to downsample and upsample the image.

Table 1. Network architecture of the proposed LP-KPN.

<table>
<thead>
<tr>
<th>Layer</th>
<th>Activation size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>192 × 192</td>
</tr>
<tr>
<td>Shuffle, /4</td>
<td>48 × 48 × 16</td>
</tr>
<tr>
<td>3 × 3 × 64 conv, pad 1</td>
<td>48 × 48 × 64</td>
</tr>
<tr>
<td>16 × Residual blocks, 64 filters</td>
<td>48 × 48 × 64</td>
</tr>
<tr>
<td>3 × 3 × 64 conv, pad 1</td>
<td>48 × 48 × 64</td>
</tr>
<tr>
<td>Shuffle, ×4</td>
<td>192 × 192 × 4</td>
</tr>
<tr>
<td>3 × 3 × 64 conv, pad 1</td>
<td>96 × 96 × 16</td>
</tr>
<tr>
<td>3 × 3 × 64 conv, pad 1</td>
<td>48 × 48 × 64</td>
</tr>
<tr>
<td>3 × 3 × 25 conv, pad 1</td>
<td>192 × 192 × 64</td>
</tr>
<tr>
<td>Per-pixel conv by Eq. (8)</td>
<td>96 × 96 × 64</td>
</tr>
<tr>
<td>Per-pixel conv by Eq. (8)</td>
<td>48 × 48 × 64</td>
</tr>
<tr>
<td>Per-pixel conv by Eq. (8)</td>
<td>192 × 192</td>
</tr>
<tr>
<td>Output (Laplacian pyramid reconstruction)</td>
<td>192 × 192</td>
</tr>
</tbody>
</table>

Figure 2. Residual block used in our network.

3. More visual results by SISR models trained on simulated SISR datasets and our RealSR dataset

In this section, we provide more visual results by SISR models trained on simulated SISR datasets (BD and MD [5]) and our proposed RealSR dataset. Two images captured by Canon 5D3, two images captured by Nikon D810 and their super-resolved results are shown in Fig. 3. Again, the models trained on our RealSR dataset consistently obtain better visual quality compared to their counterparts trained on simulated datasets.

4. The computational cost of competing models and their visual results when trained on our RealSR dataset

The running time and the number of parameters of the competing models are listed in Table 2. One can see that although larger kernel size can consistently bring better results for the KPN architecture, the number of parameters will also greatly increase. Benefitting from the Laplacian pyramid decomposition strategy, our LP-KPN using 5 × 5 kernel can achieve better results than the KPN using 19 × 19 kernel, and it uses much less parameters. Specifically, our LP-KPN model contains less than 1/5 parameters of the RCAN model [6] and it runs about 3 times faster than RCAN. The visual examples of the SISR results by the competing models are shown in Fig. 4. Though all the SISR models in Fig. 4 are trained on our RealSR dataset and they all achieve good results, our LP-KPN still obtains the best visual quality among the competitors.

5. More super-resolved results on images outside our dataset

In this section, we provide more super-resolved results on images outside our dataset, including images taken by one Sony a7II DSLR camera and two mobile cameras (i.e., iPhone X and Google Pixel 2). The visual examples are shown in Fig. 5.
Figure 3. SR results ($\times4$) on our RealSR testing set by different methods (trained on different datasets).
Table 2. PSNR, SSIM, running time and parameters for different models (trained on our RealSR training set) on our RealSR testing set. The running time is measured for an image of size $1200 \times 2200$. We use the file size of Caffe model to represent the number of parameters.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>PSNR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times 2$</td>
<td>32.61</td>
<td>33.64</td>
<td>33.69</td>
<td>33.87</td>
<td>33.71</td>
<td>33.75</td>
<td>33.78</td>
<td>33.83</td>
<td>33.86</td>
<td>33.90</td>
</tr>
<tr>
<td>$\times 4$</td>
<td>27.99</td>
<td>30.14</td>
<td>30.18</td>
<td>30.49</td>
<td>30.20</td>
<td>30.26</td>
<td>30.29</td>
<td>30.35</td>
<td>30.39</td>
<td>30.42</td>
</tr>
<tr>
<td>SSIM</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\times 2$</td>
<td>0.907</td>
<td>0.917</td>
<td>0.919</td>
<td>0.922</td>
<td>0.919</td>
<td>0.920</td>
<td>0.921</td>
<td>0.923</td>
<td>0.924</td>
<td>0.927</td>
</tr>
<tr>
<td>$\times 3$</td>
<td>0.841</td>
<td>0.856</td>
<td>0.859</td>
<td>0.862</td>
<td>0.859</td>
<td>0.860</td>
<td>0.861</td>
<td>0.862</td>
<td>0.864</td>
<td>0.868</td>
</tr>
<tr>
<td>$\times 4$</td>
<td>0.806</td>
<td>0.821</td>
<td>0.824</td>
<td>0.826</td>
<td>0.824</td>
<td>0.826</td>
<td>0.827</td>
<td>0.828</td>
<td>0.830</td>
<td>0.834</td>
</tr>
</tbody>
</table>

| Parameters | -       | 2.667M   | 5.225M        | 32.71M   | 5.079M| 5.134M       | 5.190M       | 5.467M       | 5.910M       | 5.731M       |
| Times (sec.)| -       | 0.4262   | 0.1431        | 0.5106   | 0.1228| 0.1296       | 0.1391       | 0.1909       | 0.2748       | 0.1813       |

Figure 4. SR results ($\times 3$) on our RealSR testing set by different methods (all trained on our RealSR dataset). It can be seen that all SISR models trained on our RealSR dataset achieve good results, while our LP-KPN still obtains the best visual quality.
Figure 5. SISR results ($\times 4$) of real-world images outside our dataset. Images are captured by Sony a7II, iPhone X and Google Pixel 2.
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