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ABSTRACT

Convolutional Neural Network (CNN) based methods have shown significant performance gains in the problem of visual tracking in recent years. Due to many uncertain changes of objects online, such as abrupt motion, background clutter and large deformation, the visual tracking is still a challenging task. We propose a novel algorithm, namely Deep Location-Specific Tracking, which decomposes the tracking problem into a localization task and a classification task, and trains an individual network for each task. The localization network exploits the information in the current frame and provides a specific location to improve the probability of successful tracking, while the classification network finds the target among many examples generated around the target location in the previous frame, as well as the one estimated from the localization network in the current frame. CNN based trackers often have massive number of trainable parameters, and are prone to over-fitting to some particular object states, leading to less precision or tracking drift. We address this problem by learning a classification network based on 1 × 1 convolution and global average pooling. Extensive experimental results on popular benchmark datasets show that the proposed tracker achieves competitive results without using additional tracking videos for fine-tuning. The code is available at https://github.com/ZjjConan/DLST.
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1 INTRODUCTION

Visual object tracking is a core problem in multimedia understanding and computer vision. It has numerous applications in robotics, human-computer interaction, video analysis and so on [26, 29, 38, 39]. In this paper, we focus on the problem of single object tracking. The task of single object tracking has attracted many attentions [26, 38]. A typical system is to track an arbitrary object in a video sequence, where the object has been represented in the first frame by a rectangle. Although many progress has been made in recent years, it is still a challenging task due to unknown changes of object online, such as shape deformations, occlusions, fast motion and pose variations, to name a few.

Many methods have been proposed for the visual tracking problem, such as multiple instance learning [2], subspace learning [32, 36, 43], ensemble learning [1, 16, 47], compressive coding [48], etc. In recent years, the Discriminative Correlation Filters (DCF) based methods [5, 8, 10, 19, 19] have achieved good results in terms of accuracy and speed. Recently, the hand-crafted features utilized in these methods were replaced by more powerful deep features [14] in DCF framework [12, 30, 35] and obtained competitive tracking results. However, most of DCF based approaches tend to learn a rigid template of target object and perform poorly in the case of shape deformation (See the result of C-COT in "Singer2" video in Figure 1). More recently, several pure CNN based methods [9, 34, 44] have been developed and obtained state-of-the-art tracking results in public benchmarks [22, 23, 46].

Despite achieving promising performances, existing CNN trackers still have some drawbacks. First, to predict the position of target in the current frame, most of these trackers [20, 27, 34, 44] search the object near its location in the previous frame, which are prone to drifting in cases of fast motion and error locating in the previous frame (See the result of MDNet in "Biker" video in Figure 1). One way to mitigate this problem is to sample as many examples as possible in a larger region and feed them into a network, resulting...
in very slow tracking speeds since CNN should run many times on the generated examples [34]. Second, we argue that the convolution state transition strategy for visual tracking is suboptimal because they do not exploit useful information from the current frame. Third, because only limited number of positive data can be used online, many top CNN trackers [34, 44] have massive trainable parameters, and thus are likely to be over-fitting to backgrounds. To improve tracking accuracy and robustness, it is thus imperative to provide a tracker which can handle all above questions.

In this paper, we propose a simple, flexible yet effective method, Deep Location-Specific Tracking (DLST), which decomposes the single tracking task into localization and classification, and trains different network for each task. Our architecture is significant different from tracker combination methods [12, 27, 30, 35, 44] because we train our networks for separated purposes: one network is for target location estimation, and the other is for foreground and background classification. Specifically, the localization network is a small network operated on a searching region which is larger than the target size, and provides a specific guess of the target location in the current frame. The classification network accepts many examples generated from the target location in the previous frame and the specific one estimated in the current frame. Additionally, our classification network is developed based on $1 \times 1$ convolution and global average pooling to reduce the problem of over-fitting. Finally, the extensive experimental results show that the proposed framework achieves competitive performance compared with other state-of-the-arts on popular benchmarks [22, 45, 46]. The remainder of this paper is organized as follow. Section 2 presents a brief review of related works, especially on the ones inspired us. Then we present our tracker in Section 3. Experimental results are shown in Section 4, followed by a conclusion of this paper in Section 5.

2 RELATED WORKS

The tracking community has been rapidly improved in recent years. A completed review of tracking methods is beyond the scope of this paper, we kindly refer interested readers to very recent surveys [26, 38]. Here, we only discuss some related works.

Multiple approaches have been developed in decades [1, 2, 16, 17, 32, 36, 43, 47, 48]. The methods of subspaces learning represent targets in a lower dimensional space and obtain good results at that time [32, 36, 43]. Struck [17] tries to minimize a structured output objective for online tracking and achieves promising results [45]. More recently, DCF based approaches have shown excellent performance in terms of accuracy and speeds on tracking benchmarks [22–24, 45, 46]. The pioneering work introduced by Bolme et al. [5] utilizes the DCF for adaptive tracking in grayscale image. Many extensions have been proposed to learn a robust detector for visual tracking [8, 10, 11, 19, 31]. For example, Henriques et al. [19] integrated DCF with HOG [7] features and achieved encouraging tracking results in popular benchmarks [24, 45]. Several existing works [10, 11] attempt to learn from part of all circular samples and obtain significant performance gain over DCF which just learns from all circular shifts. One deficiency of these trackers is that they are limited to utilize hand-crafted features, such as HOG, image color and Haar-like features, etc.

Since the huge success of deep CNNs in image classification [18, 25, 37, 40], many recent works have sought to represent target objects by the deep CNNs, which are pre-trained on very large scale datasets, such as ImageNet [13]. Danelljan et al. [9] found that with DCF tracker, the shadow layers of a pre-trained CNN performs significant better than the deeper layers as they always preserve more spatial information. In [30], Ma et al. trained DCF on different layers of the pre-trained CNNs, and achieved promising results in OTB [45, 46] datasets. Qi et al. [35] extended Ma et al’s work [30] and proposed an adaptive weighted method to combine different trackers. More recently, Danelljan et al. [12] developed a manner that employs an implicit interpolation model to pose the filter learning in continuous spatial domain. Their formulation enables efficient integration of multiple features, including different layers of CNNs, HOG, and image color, leading to state-of-the-art tracking results [22, 45, 46]. However, most DCF based trackers are prone to drift when target experiences large shape deformations and out-of-plane rotations.

The pure CNN based methods have shown strong results in tracking benchmarks [23, 45, 46]. In [27], Li et al. proposed multiple CNN streams to learn robust representation of the target objects. Their CNN trackers were trained from scratch online, where they suffered from lack of labeled training data. To fully exploit the representation power of CNNs, Hong et al. [20] utilized a pre-trained network [15] and proposed a method that combines a generative model and a discriminative classifier. The results in [20] demonstrated the effectiveness of using pre-trained CNNs. In [44], Wang et al. attached two specially designed networks on top of the conv5-3 and conv4-3 layers of the VGG [37] model, respectively. They proved that their crafted networks can capture complementary information for visual tracking. More recently, Nam and Han [34] proposed a multi-domain network (MDNet) and achieved top performance in visual tracking. However, their model adopted fully-connected layers as the classifier which has massive trainable parameters. To improve the performance of MDNet, they need to learn such layers from a set of labeled videos. In this paper, we propose an architecture which has fewer trainable parameters and performs favorably against state-of-the-art approaches. It can be directly employed online without using additional tracking videos for training, which largely reduces the human effort for labeling. In the next section, we will present our method.

3 OUR ALGORITHM

Our tracking framework can be decoupled into two tasks: localization and classification, as shown in Figure 2. It first crops a region at the center of target location in the previous frame, and extracts feature maps for the cropped region using a pre-trained CNN. Then a small network runs on the feature maps in a sliding-window fashion, and outputs a score map, where the max score indicates the location of target object. The bounding box of the object is obtained by back-projecting the location to the un-cropped image. Our goal in this step is to provide another specific guess in the current frame and improve the ability of tracker to accurately detect target. The location obtained by this phase is coarse because CNNs lose many spatial information due to non-identity stride used in convolution or pooling layer. The pipeline of this step is shown in Figure 2.
Figure 2: Overview of our architecture. The algorithm decomposes the visual tracking into localization and classification, and trains an individual network for each task. For each frame, we first crop a large region at the center of target location in the previous frame, and then utilize a small network to provide a specific location of the target in the current frame (Section 3.1). Then many candidate examples are drawn around the target location in the previous frame (patches in the black solid rectangle) and the one estimated in the current frame (patches in the black dash rectangle). The specially designed classification network accepts those examples and outputs the final target location (Section 3.2). Yellow, blue and red boxes denote the search region, the specific location and the predicted target location, respectively. Best viewed in electronic form.

Given the target location in the previous frame and the specific position from the localization network in the current frame, we sample many examples near these two positions, and feed them into another classification network to find the best one as the tracking result. The classification network is a 3 layers of convolutional neural network, followed by a global averaging pooling to get a single output of location of sampled examples in the current frame. The normal distribution poses more weight to locations which are close to the center of target position in the previous frame. The philosophy of their methods is that objects tend to move smoothly in video sequences, and the previous location $\vec{x}_{t-1}$ of object will provide a strong cue for local searching. We argue that this is a problem when: 1) the target moves too fast, and 2) the predicted location of target in the previous frame is wrong. Figure 3 shows a case of abrupt motion. As we can see, the examples generated by $S_{norm}$ (red boxes in Figure 3 (b)) are very distant from the ground truth of the target, leading to further tracking failure.

To address above problems, we propose a localization network that provides another specific cue to improve the tracking accuracy and robustness. Firstly, we crop a large search region near the target location $\vec{x}_{t-1}$ in the previous frame, and represent the cropped region by a pre-trained CNN features. Secondly, a small convolutional network (Figure 2) runs on the feature map in a sliding window fashion and outputs a score map, where the max score indicates the target location in current frame $t$. Finally, the estimated location, denoted as $\vec{x}^*_t$, can be obtained by back-project the target location from feature map to the original image. Note that, the localization net only adds a small computation overheads as it just forwards from feature map to the original image. Note that, the localization network only adds a small computation overheads as it just forwards from feature map to the original image. Note that, the localization network only adds a small computation overheads as it just forwards from feature map to the original image.

3.1 Localization

Our tracker is inspired from many existing methods [20, 27, 34, 44]. We begin by briefly reviewing the scheme of these trackers. Let $X_t$ denotes many candidate states in the current frame $t$. $S(X_t; \vec{x}_{t-1})$ represents a state transition model which is relying on the target state in the previous frame $t-1$, where $\vec{x}$ is the location predicted by the trackers or the ground truth in the initial frame. The output of $S$ are many sampled examples of target $X_t = \{x, y, \delta\}^N_{i=1}$, which are then fed into a decision model to find the best one as the target location in the frame $t$, where $[x, y, \delta]$ and $N$ represent the center bounding box, the scale of target object and the number of sampled examples, respectively. To generate state examples $X_t$, many studies [20, 27, 34, 44] assumed that the target states in the current frame are subject to Normal distribution $S_{norm}(X_t; \vec{x}_{t-1}) = N(X_t; \vec{x}_{t-1}, \Sigma)$, where $\Sigma$ is a diagonal covariance matrix that indicates the variance of location of sampled examples in the current frame. The normal distribution poses more weight to locations which are close to the center of target position in the previous frame. The philosophy of their methods is that objects tend to move smoothly in video sequences, and the previous location $\vec{x}_{t-1}$ of object will provide a strong cue for local searching. We argue that this is a problem when: 1) the target moves too fast, and 2) the predicted location of target in the previous frame is wrong. Figure 3 shows a case of abrupt motion. As we can see, the examples generated by $S_{norm}$ (red boxes in Figure 3 (b)) are very distant from the ground truth of the target, leading to further tracking failure.

To address above problems, we propose a localization network that provides another specific cue to improve the tracking accuracy and robustness. Firstly, we crop a large search region near the target location $\vec{x}_{t-1}$ in the previous frame, and represent the cropped region by a pre-trained CNN features. Secondly, a small convolutional network (Figure 2) runs on the feature map in a sliding window fashion and outputs a score map, where the max score indicates the target location in current frame $t$. Finally, the estimated location, denoted as $\vec{x}^*_t$, can be obtained by back-project the target location from feature map to the original image. Note that, the localization network only adds a small computation overheads as it just forwards from feature map to the original image. Note that, the localization network only adds a small computation overheads as it just forwards from feature map to the original image.
While red and blue are the generated examples. Note, images shown in (a), (b) and (c) are cropped from original frames and show a comparison of different \( S \) operations. The total number of examples for \( S_{norm} \) and \( S_{comp} \) is 256. For bounding boxes in (a), (b) and (c), the color green and yellow denote the ground truth and the one estimated from our localization network, while red and blue are the generated examples. Note, images shown in (a), (b) and (c) are cropped from original frames and stretched for visualization purposes (Best viewed in electronic form).

\( S_{norm} \) on estimated location. The proposed state transition strategy is denoted as \( S_{comb} = \{ S_{norm}(X_t; \bar{x}_{t-1}); S_{norm}(X_t; x'_t) \} \). Figure 3 (c) demonstrates the effectiveness of the proposed part. It can be seen that \( S_{comb} \) can improve the probabilities of examples to cover the ground truth compared with the one using \( S_{norm} \) on the target’s previous location (Figure 3 (b)). Figure 3 (d) also shows the relations between the number of sampled examples and their overlap ratio with the ground truth. In this graph, larger overlap ratio means that the examples cover more part of true target, vice versa. From this, we can conclude that the proposed \( S_{comb} \) is better than \( S_{norm} \) in this video because 1) some of examples generated by \( S_{comb} \) cover more part of true target, and 2) more number of examples are likely to cover the true target in the same overlap ratios than \( S_{norm} \).

**Details of Localization Network.** The search region is 4 times larger than the target size, and it is resized to 107 \times 107 \times 3^3 as input to the pre-trained VGG-M [6]. Here, we adopt the low-level features from the VGG-M network (first ReLU layer) since it preserves more spatial information. The output is a 51 \times 51 \times 96 feature map which is then fed into our network for localization. The architecture of our network is implemented with two 1 \times 1 convolutional layers, followed by a loss layer. The first convolutional layer has convolutional kernels of channel 96 and outputs 256 feature maps, followed by a non-linear ReLU unit and a dropout layer. The main goal of this layer is to adapt the pre-trained VGG-M features to specific videos since the same kind of objects can be treated as target or as background in different sequences. The second layer has kernels of channel 256 and outputs the heat map of the cropped region. To train the network, we employ softmax loss\(^2\) and define labels on the feature map as:

\[
y_i = \begin{cases} 
2, & \text{if } || c_t - \bar{c}_t || \leq R, \\
1, & \text{otherwise},
\end{cases}
\]

where \( c_t \) is the center of target bounding box on the feature map in the frame \( t \). Eq (1) indicates that the samples are considered to be positive if they are within the radius \( R \) of the center of target location on the feature map. \( R \) is set by users and fixed across all videos. Also, we weight the losses by the positive and negative samples to eliminate class imbalance issue as suggested in [4].

### 3.2 Classification

Given a set of examples generated by \( S_{comb} \), the next step of our algorithm is to find the target through a classification network. Generally speaking, the classification network runs on a feature map \( F \) of each example, and produces a score. A typical classification method is either using traditional decision model such as SVM [17, 20] or adopting deep classifiers like multilayer perceptron (MLP) [34]. They both firstly vectorize the features \( F \) and then feed vectorized features into one or several fully-connected layers, followed by a SVM or softmax logistic regression layer. The recently introduced structure of MDNet [34] demonstrated that the convention MLP can be utilized as an online classifier and achieves state-of-the-art tracking results in many benchmarks.

However, since the large number of trainable parameters, the fully-connected layers are prone to over-fitting for visual tracking. Figure 4 shows an illustration of the over-fitting problem of such classifiers. The MDNet-NH has the same architecture to MDNet [34]. The results of MDNet-NH are obtained by running the published code\(^3\), but with following 2 changes: 1) no fine-tuning on extra annotated videos and 2) using larger learning rate as it performs better than the original setting in [34] when no extra learning. From Figure 4, we can see that MDNet-NH tends to track some particular regions, such as the right corner of the screen in the "Singer2" video, and the "gitar" in the "Shaking" sequence. The detailed quantitative comparisons are shown in Section 4.

A possible way to address this problem is to train these networks on many annotated videos such as OTB [45, 46] and VOT [22–24] (See MDNet results in green bounding boxes in Figure 4). Our goal in this paper is to alleviate the problem of over-fitting without using any extra videos, which largely reduces the human effort for labeling. Our specially designed tracker consists of three 1 \times 1 convolutional layers and outputs a score map of the same size to \( F \). The global average pooling (GAP) [28] is adopted and its output is

\(^{1}\)RGB channels

\(^{2}\)For simplicity we implement it as a two-class softmax layer. Alternatively, one may use any other classifier, such as logistic regression to produce score map.

\(^{3}\)https://github.com/HyeonseobNam/MDNet
then directly fed into a softmax layer to produce final prediction for each example. Figure 4 demonstrates that our tracker, with less trainable parameters than the ones used in MDNet and MDNet-NH models (0.35M vs. 2.6M), can successfully track the target, even without any extra pre-training. Note that, in this comparison, we do not utilize the proposed localization stage. Therefore, these gains are solely because of our specially designed architecture compared with the structure of MDNet-NH. More comparison details can be found in Section 4.

Details of Classification Network. The sampled examples are resized to 107×107×3 pixels. In this paper, the relu3 layer of the pre-trained VGG-M [6] model is utilized as feature extractor because it captures more semantic part or category information than lower layers. For each example, the output 3×3×512 dimensional feature map is then fed into our classification network for final prediction. Our specially designed classification network consists of three 1×1 convolutional layers. The first two convolutional layers have 512 and 128 number of filters, respectively. The last one produces 2 outputs for target and background. For network learning, we again employ softmax logistic regression for simplicity. The target state in the current frame is given by finding the example with the maximum positive score as \( \hat{x}_i = \arg \max_{x_i \in X_i} f^+(x_i) \) [34], where \( f^+ \) is the output positive score from our classification network.  

3.3 Online Tracking and Update

Online Tracking. The pipeline of our algorithm is detailed in Figure 2. For each frame, we first adopt the localization network to provide another specific location and use \( S_{comb} \) to generate examples. Then the example with max output from the classification network is chosen as target state \( \hat{x} \) in the current frame \( t \). The practical considerations of using these two networks for tracking can be found in Section 3.1 and Section 3.2, respectively.

Model Updates. We utilize the same strategy to update our two networks. In detail, we adopt short-term and long-term strategies for tracker robustness and adaptiveness, respectively [34]. Long-term updates are conducted using the positive examples collected for \( T_{long} \) regular period of time, while short-term updates are executed when the output of our classification network is below some threshold (0.5 used in this paper). The positive examples selected for short-term learning comes from a \( T_{short} \) period of time. All the negative examples are selected from the \( T_{short} \) period of time. Note that, we freeze the feature extractor networks both in localization and classification phases for tracking.

Bounding Box Regression & Hard Negative Mining. These two strategies are often used in object detection problem [15]. Recently, Nam and Han [34] demonstrated that bounding box regression and hard negative mining can largely improve the tracking precision and robustness. In this paper, we also adopt the same manners for our tracker. Specifically, the box regressor is just trained using examples sampled in the first frame and applied in the subsequent each frames if the predicted targets are beyond given threshold \( f^+ > 0.5 \). For classification network, the hard negative examples are selected based on the top positive scores to improve the discriminativeness. Note that, we do not use these strategies for localization network.

4 EXPERIMENTS

We validate the proposed DLST on 3 popular tracking datasets: OTB50 [45], OTB100 [46] and VOT2016 [22]. For algorithm analysis, we quantitatively evaluate trackers using overlap success (OS) and distance precision (DP) rate on OTB100 dataset. On OTB dataset, the OS is defined as the percentage of frames in a video where the IoU overlap ratio is larger than given threshold (0.5). DP is computed by averaging Euclidean distance between the center locations of the target objects and the annotated ground truths for a video. We use the standard threshold 20 pixels in DP. We also present the area-under-the-curve (AUC), where the mean OS over all videos is drawn over the range of [0, 1]. We follow the testing protocol in [46] and use the same parameters for all sequences. The one-pass evaluation (OPE) is employed in this paper. For VOT2016 testing, we use the official toolkit\(^4\) and report results using expected average overlap (EAO), robustness (failure rate, FRT) and accuracy (ACC). We kindly refer authors to [22, 46] for more detailed description about these datasets, evaluation protocol, and evaluation metrics.

4.1 Implementations

For localization network, we apply a cosine window [5] on the input features, extracted by the pre-trained VGG-M [6], to remove the boundary discontinuities of learning filters. The radius \( R \) in Eq (1) is 8. The response map output from localization network is upsampled 2 times for more precise localization, as suggested in [4]. The network learning is achieved using stochastic gradient descent with momentum technique. In details, the learning rate is 0.03 for the last convolutional layers in both localization and classification network. For other layers in these two networks, we use 0.003 to train the models. The maximal iteration is 30 for training both networks in the initial frame, and 10 for online update. The momentum and weight decay are set to 0.9 and 0.0005, respectively.

\(^4\)https://github.com/votchallenge/vot-toolkit
For classification network training, we construct a mini-batch with 128 examples, consisting of 32 positives and 96 negatives, where the negatives are selected from a larger batch (1024). While, for localization network learning, the mini-batch size is 8.

To generate target candidates \(X_t\) in each frame, we sample 128 examples in translation and scale dimension around the previous frame, and near the estimated one respectively. Therefore, the total number of output of \(S_{comb}\) is 256. The mean of normal distribution in \(S_{comb}\) is the target location in the last frame, and the other one estimated in the current frame. In fact, we set the estimated \(x^*_t\) the same to the target state in the previous frame \(\mathbf{x}_{t-1}\) if the maximum score output from localization network is less then 0.5. In this case, the proposed \(S_{comb}\) is degraded into conventional state transition \(S_{norm}\). The \(\Sigma\) is a diag matrix diag(0.09r^2, 0.09r^2, 0.25), where \(r\) is the mean of target size in the last frame. The scale of each candidate is computed by the initial target scale multiplying \(1.05^3\).

For training data generation, we collect 50 (500) positive and 200 (5000) negative samples from every successful tracked frames (or the initial frame). The positive and negative examples have \(\geq 0.7\) and \(< 0.3\) (\(< 0.5\)) IoU overlap ratios with the target state \(\mathbf{x}_t\) (or \(\mathbf{x}_t\)), respectively. For bounding-box regression, we use 1000 training examples. In order to learn a robust localization network, we randomly select 5 (50) positive samples from the generated examples, and crop searching regions centered with these positives (or the ground truth in the first frame). We store relu3 and relu1 features for online learning since feature extractors are frozen. The time periods for long-term \(T_{long}\) and short-term \(T_{short}\) are set to 100 and 20 respectively. Note that all settings are similar to the ones utilized in [34], except for the state transition. With above settings, our tracker is implemented in Matlab using MatConvNet [42] toolbox and runs at around 1 frames per second on an Intel I7-4790k 4.0 GHz CPU and a NVIDIA GTX 980 GPU.

### 4.2 In-depth Studies

In this section, we analyze the proposed tracker DLST on OTB100 benchmark by demonstrating the effectiveness of different integrated components, including the method 1) without using localization network (DLST-nloc), 2) without our specially designed classifier (DLST-fc), and 3) just using estimated location for tracking (DLST-sloc). As our work is a pure CNN based method, similar to recently developed tracker – MDNet [34], we also include two variants of it. For the sake of fair comparisons, all methods are not fine-tuned using additional labeled tracking videos. In Table 1, \(N\) stands for no additional training for MDNet, while \(L\) and \(H\) mean the method using original learning rate in the paper [34] and the approach with higher learning rate (\(\times 10\)). The results of MDNet-NL and MDNet-NH are obtained by the published code from the authors. From Table 1, we can conclude that our full model DLST attains the highest score in terms of mean DP and mean OS among all compared methods.

As presented in Table 1, because of no extra fine-tuning, the MDNet-NH with higher learning rate is significant better than MDNet-NL in these two evaluation metrics. The DLST-nloc achieves similar results with MDNet-NH in DP, but performs better in OS. Note that, the DLST-nloc do not use localization network to provide another specific location. Therefore, the performance gain is solely because of our specially designed classifier. For more details, the DLST-nloc achieves better performance over MDNet-NH in cases of IV, OPR, DEF, IPR and BC. This is because our tracker has fewer learnable parameters and is less prone to over-fitting to particular regions of target objects, such as the "gitar" in Figure 4. Another reason is that the GAP encourages the network invariant of spatial translations of the input by averaging activations from all spatial. This might help the classifier to identify partial of target objects. For example, the human in "Singer2" of Figure 4 experiences large.
We conduct an experiment to prove the effectiveness of our localization and our specially designed classification network in the state transition strategy. This proves the strength of the proposed state transition strategy $S_{comb}$, which retains two centrals for tracking. By using both proposed components, our tracker can track target objects under a variety of conditions, achieving maximum performance. According to above analysis, we use our full model DLST, including localization and our specially designed classification network in the rest of comparisons.

4.3 Comparisons with State-of-the-arts

**OTB 50&100 Datasets.** We compare our DLST with many state-of-the-art methods: Struck [17], KCF [19], DSST [31], MEEM [47], MUSTer [21], CNN-SVM [20], FCNT [44], SINT+ [41], HCF [30], HDT [35], SRDCF [10], SRDCFadcon [11], deepSRDCF [9], Staple [3], SiameseFc [4], C-COT [12] and the original MDNet [34]. Many of aforementioned trackers are developed based on deep neural networks, such as HCF [30], C-COT [12], deepSRDCF [10] and MDNet [34], etc.

Figure 5 illustrates the precision and AUC on center location error and bounding box overlap ratio, respectively. Our tracker – DLST – performs favorably against all compared methods. Specifically, we achieve 67.8 and 91.4 scores of AUC and precision for success and precision plots on OTB100 dataset, respectively. While on OTB50 benchmark, our tracker attains 70.2 AUC scores and 93.2 precisions. The results from these two benchmarks are similar to the ones obtained by MDNet. However, our DLST can be employed directly for visual tracking on any videos without additional training as MDNet. In comparisons to the methods using DCF-CNN framework, our DLST still perform better than the second best one C-COT in terms of AUC and precisions on these two benchmarks. Moreover, the C-COT utilizes diverse features for tracking, such as color name, HOG, and activations from multiple CNN layers. Instead, we just use two CNN layers for different purposes. Figure 5 also shows that the existing trackers heavily rely on deep CNNs, except for SRDCF, SRDCFadcon, MUSTer and LCT. The results clearly demonstrate that the deep CNNs play important roles in the visual tracking task while obtaining high performance gain.

Figure 6 shows the results under different video attributes annotated in the benchmark [45]. As shown in Figure 6, our tracker effectively handles many kinds of challenging situations. In particular, the AUC and precision plots scores of our tracker in the case of low-resolution are significant better than all other compared methods, such as SiamFc [4], MDNet [34] and C-COT [12]. Interestingly, from Table 1, we can see that none of each component of our algorithm performs well in low-resolution videos. For example, DLST-nloc and DLST-fc perform not as well as MDNet-NH. But the method that combines each of our components attains particularly the AUC and precision plots scores of our tracker in the case of low-resolution are significant better than all other compared approaches (as shown in Table 1). For other challenging attributes, our DLST still perform better among all compared state-of-the-art methods. These results demonstrate that the importance of the combinations. In addition to successful results, we show two cases of failure tracking in Figure 7.

**Table 2: State-of-the-art results on VOT2016 dataset.** Only the top 10 trackers are shown. EAO: expected average overlap; ACC: accuracy; FRT: robustness (failure rate).

<table>
<thead>
<tr>
<th>EBT</th>
<th>DDC</th>
<th>Staple</th>
<th>MLDF</th>
<th>SSAT</th>
<th>TCNN</th>
<th>C-COT</th>
<th>DLST</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.291</td>
<td>0.293</td>
<td>0.295</td>
<td>0.311</td>
<td>0.325</td>
<td>0.331</td>
<td>0.343</td>
<td></td>
</tr>
<tr>
<td>0.44</td>
<td>0.53</td>
<td>0.54</td>
<td>0.48</td>
<td>0.57</td>
<td>0.54</td>
<td>0.52</td>
<td>0.55</td>
</tr>
<tr>
<td>0.90</td>
<td>1.23</td>
<td>1.35</td>
<td>0.83</td>
<td>1.04</td>
<td>0.96</td>
<td>0.85</td>
<td>0.83</td>
</tr>
</tbody>
</table>
Figure 6: The precisions and AUC for success plots for four challenge attributes: illumination variation, in-plane rotation, low resolution and out of view, and scale variation. Only the top 10 trackers are shown in the legend for each attributes.

Figure 7: Failure cases of our method on "Jump" and "Coupon". Green and red bounding mean the ground truth and the results from our tracker, respectively.

Specifically, our DLST fails to track target objects when they have very similar appearance (e.g. result in "Coupon" sequence) and experience dramatic topology changes (e.g. result in "Jump" sequence). Another limitation of our tracker is that the running speeds (1 fps on OTB datasets) are far below real-time usage, which cannot be easily employed in other products, such as mobile phone and many embedded devices. We leave these issues for further studies.

VOT2016 Dataset. We also conducted an experiment on VOT 2016 [22] challenge dataset. In this dataset, we adopt the same network structure and the same hyper-parameters as we do on OTB datasets. The results are shown in Table 2. As compared with other top-ranked trackers, our tracker DLST achieves the best performance with an EAO score of 0.343. Specifically, both MLDF [22] and our tracker DLST obtain the first place in the failure rate (FRT) among all compared performers. For accuracy evaluation, the best result is obtained by SSAT [22], which extends the framework of MDNet [34] by incorporating two advanced techniques: segmentation and occlusion prediction. Without such techniques, our tracker DLST still attain the second score (0.55) among all top-ranked trackers. We believe the techniques utilized in SSAT can also be employed in our framework to improve the tracking robustness and accuracy.

5 CONCLUSIONS
In this paper, we presented a novel tracking algorithm, namely Deep Location-Specific Tracking (DLST), which decouples the single tracking task into a localization task and a classification task, and trains a separated network for each task. The localization network exploits the information from the current frame, and provides a specific location for state transition, which is helpful to improve the performance of tracking. Our classification network has fewer trainable parameters due to its $1 \times 1$ convolutional layers and the global average pooling. This specially designed structure is less likely to over-fitting, and improves the tracking accuracy and robustness. The proposed DLST algorithm achieves competitive results on the benchmarks without using additional annotated videos, largely reducing the human effort for labeling.
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