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This supplementary file provides the following materials:
(1) the interface of our annotation toolbox;
(2) more statistical information of the GAICD;
(3) performance by using different numbers of training images;
(4) quantitative comparison on previous cropping databases;

(5) more qualitative comparison of different methods.

1. Annotation toolbox

The interface of our annotation toolbox is shown in Fig. 1. Each time, it displays one source image on the left side and 4
crops generated from it on the right side. The crops are displayed in ordered aspect ratio to alleviate the influence of dramatic
changes of aspect ratio on human perception. Specifically, we choose six common aspect ratios (including 16:9, 3:2, 4:3, 1:1,
3:4 and 9:16) and group crops into six sets based on their closest aspect ratios. The top-right corner displays the approximate
aspect ratio of current crops. Two horizontal and two vertical guidelines can be optionally used to assist judgement during
the annotation. For each crop, we provide five scores (from 1 to 5, representing “bad,” “poor,” “fair,” “good,” and “excellent”
crops) to rate by annotators. The annotators can either scroll their mouse or click the “Previous” and “Next” buttons to change
page. In the bottom-left of the interface, we show the score distribution of rated crops for the current image as a reference for
annotators. The bottom-right corner shows the progress of the annotation and the elapsed time.

2. Statistics of the GAICD

Our GAICD contains a total of 106,860 annotated crops from 1,236 images. Each image contains on average 86.5 crops
and each crop was scored by 7 different annotators, who are are either experienced photographers from photography commu-
nities or senior students from the art department of two universities. The histograms of the MOS and standard deviation are
plotted in Fig. 2, and some statistical details are summarized in Table 1. It can be seen that most crops have ordinary or poor
quality, while about 10% crops have MOS larger than 4. Regarding to the standard deviation, only 5.75% crops are larger
than 1, which indicates the consistency of annotations under our grid anchor based formulation.

3. Results by using different numbers of training images

This part presents the results by using five different numbers of training images, including 200, 400, 600, 800 and 1000.
Note that each image contains on average 86.5 annotated candidate crops in our database. The testing set, which contains
200 images, was fixed for all cases. The two average accuracy metrics (Accs and Accyg) and the average SRCC (SRCC)
are plotted in Fig. 3. The three curves clearly show that the performance constantly increases with the number of training
images, indicating that training with more annotated images could improve the model accuracy.

4. Results on previous databases

We also evaluated our trained model on the ICDB [7] and FCDB [1] using the IoU as metric. Since some groundtruth
crops on these two databases have uncommon aspect ratios, we did not employ the aspect ratio constraint when generating
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Figure 1: Interface of our annotation toolbox.
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Figure 2: Histograms of the MOS and standard deviation on Table 1: Statistics of the MOS and standard deviation on the
the GAICD. GAICD.

candidate crops. In practice, we found that the value of A\, which is defined in Eq.(1) as one content preservation constraint
in our main paper, affects the performance on the ICDB. The results of our model using five different values of \ to generate
crops are reported in Table 2. As can be seen, like most previous methods, our model also obtains comparable or even smaller
IoU than the baselines on these two databases. Since the groundtruth crops in the ICDB have large overlap with the source
image, using a large A can directly discard the candidate crops which have having small IoU with the source image, thus
improving the IoU on this database.

In contrast, as shown in the main paper, a well trained model on our GAICD can obtain much better performance than the
baseline. These results further prove the advantages of our new database as well as the associated metrics compared to the
previous ones.

5. More qualitative comparison

This section shows more qualitative comparison of different methods on four typical scenes: single object, multi-objects,
building and landscape. Following the main paper, we first compare our method with VFN [2], A2-RL [4] and VEN [6]
under the setting of returning top-1 crop using the default candidate crops of each method. The results are shown in Fig. 4.
We then compare our method with VEN and VEN under the setting of return crops having fixed aspect ratios: 16:9, 4:3 and
1:1. The results on four typical scenes are shown in Fig. 5, Fig. 6, Fig. 7 and Fig. 8, respectively.
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Figure 3: Performance by using different numbers of training images. The Accs and Accyq are scaled into the range [0,1] for
display.

Table 2: Performance comparison on previous databases using IoU as the metric. For Baseline_N, we simply calculate the
IoU between the groundtruth and source image without cropping. For Baseline_C, we crop the central part whose width and
height are 0.9 time of the source image.

ICDBJ[7]
Set 1 Set 2 Set 3 FCDB[!]
Yan et al. [7] 0.7487 0.7288 0.7322 -

Cheneral [1] | 0.6683 0.6618 0.6483 0.6020
VEN [2] 0.7640 0.7529 0.7333 0.6802

Wang et al. [5] | 0.8130 0.8060 0.8160 -

Li et al. [4] 0.8019 0.7961 0.7902 0.6633

Guo et al. [3] 0.8500 0.8370 0.8280 -

VEN [6] - - - 0.7349

Baseline_ZN 0.8237 0.8299  0.8079 0.6379

Baseline_ C 0.7843  0.7599 0.7636 0.6647
Ours (A =0.5) | 0.7329 0.7123 0.7188 0.6645
Ours (A = 0.6) | 0.7491 0.7286 0.7340 0.6681
Ours (A =0.7) | 0.7703 0.7507 0.7528 0.6734
Ours (A =0.8) | 0.7988 0.7812  0.7788 0.6680
Ours (A =0.9) | 0.8237 0.8299 0.8079 0.6379

Method
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Figure 4: Qualitative comparison of returned top-1 crop by different methods using their default candidate crops except for
VEN, which does not provide source code to generate candidate crops thus uses the same candidates as our method.
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Figure 5: Qualitative comparison of different methods on single-object images under the setting of returning crops having
fixed aspect ratios: 16:9, 4:3 and 1:1.
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Figure 6: Qualitative comparison of different methods on multi-object images under the setting of returning crops having
fixed aspect ratios: 16:9, 4:3 and 1:1.
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Figure 7: Qualitative comparison of different methods on building images under the setting of returning crops having fixed
aspect ratios: 16:9, 4:3 and 1:1.
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Figure 8: Qualitative comparison of different methods on landscape images under the setting of returning crops having fixed
aspect ratios: 16:9, 4:3 and 1:1.



