Wind Blows, Traffic Flows: Green Internet Routing under Renewable Energy

Yuan Yang*, Dan Wang†, Dawei Pan‡, Mingwei Xu*
*Tsinghua National Laboratory for Information Science and Technology (TNList)
†Department of Computer Science and Technology, Tsinghua University
‡Hong Kong Polytechnic University †Harbin Engineering University

yyang@cse.net1.cs.tsinghua.edu.cn, csdwang@comp.polyu.edu.hk, pandawei@hrbeu.edu.cn, xmw@cernet.edu.cn

Abstract—We present a study on minimizing non-renewable energy for the Internet. The classification of renewable and non-renewable energy brings in several challenges. First, it is necessary to understand how the routing system can distinguish the two types of energy in the power supply. Second, the routing problem changes due to renewable energy; and so do the algorithm designs and analysis. We first clarify the model of how routers can distinguish renewable and non-renewable energy supporting their power supply. This cannot be determined by the routing system alone, and involves modeling the energy generation and supply of the grid. We then present the router power consumption model, which has a fixed startup power and a dynamic traffic-dependent power. We formulate a minimum non-renewable energy routing problem, and two special cases representing either the startup power dominates or the traffic-dependent power dominates. We analyze the complexity of these problems, develop optimal and sub-optimal algorithms, and jointly consider QoS requirements such as path stretch. We evaluate our algorithms using real data from both National and European centers. As compared to the algorithms minimizing the total energy, our algorithms can reduce the non-renewable energy consumption for more than 20% under realistic assumptions.

I. INTRODUCTION

Developing a greener and sustainable world has become a worldwide concern nowadays. The Internet is a major energy consumer. As a consequence, how to save energy has become an important issue and there are many works in energy conservation of the Internet [3][1]. It should be noted that the energy usage itself may not be environmentally damaging. Renewable energy such as wind and solar are highly advocated. It is the usage of non-renewable energy, leading to the burning of fossil fuels and the CO\textsubscript{2} emission, that is harmful to our planet. As such, it would be more meaningful to conserve non-renewable energy, as against to conserve the total energy. Though there exists studies that minimize non-renewable energy in different domains [14][13][8], in this paper, we present a first study on minimizing non-renewable energy consumption in the context of the Internet.

In the Internet, routers are the dominating energy consumers. For example, a Cisco CRS-1 router can draw about one MegaWatt under full configuration, 10,000 times more than a PC. By 2010, 5000 Cisco CRS-1 routers were deployed and this number is increasing rapidly.1 Many recent works focus on energy efficient routing. These studies try to find appropriate angles to switch nodes or links into the sleep mode. They minimize energy consumption while maintaining various levels of routing services. All these studies, however, consider minimizing the total energy consumption.

The classification of renewable and non-renewable energy brings in several challenges. First, if we only minimize the total energy, we can focus on the routing system alone. With multiple type of energy sources, we need to look into the power supply system. The renewable and non-renewable energy generation and supply are determined by the grid, not the routing systems. As a matter of fact, a routing device does not distinguish whether its power supply is from renewable or non-renewable sources when it runs. It is, however, important for the routers to know what portion of the energy supporting its power supply is from renewable or non-renewable sources, so as to make routing decisions that can minimize the non-renewable energy. Second, the routing problem greatly changes when we have both renewable and non-renewable energy. For example, if we only have one type of energy, the routing decision may not turn-off a router to minimize the total energy because, without this router, the network connectivity may be broken. With two type of energy sources, the routing decision can turn-off the non-renewable energy of this router to minimize the non-renewable energy, when there exists enough renewable energy to support the routing services. As such, directly applying past algorithms by assuming “non-renewable” energy as the “total” energy will not lead to the best solution. We thus need new formulation on the routing problem, and also new algorithm designs and analysis.

In this paper, we overcome the aforementioned challenges: 1) We present a model of how the routers collect renewable and non-renewable energy information. This requires clarification of a set of energy generation models for the grid and on-site power supply. 2) We present a power consumption model for the routers and we formulate a minimum non-renewable routing (MIN-NRE) problem. In the router power consumption model, a router has a fixed startup power and a dynamic traffic-dependent power. As each of these has certain practical importance, we further investigate two special cases of MIN-NRE. We define a proportion-powered network where the traffic-dependent power dominates the power consumption of the routers in the network; and we define a fix-powered network where the fixed startup power dominates the power.

consumption of the routers in the network. We study MIN-NRE under these two context. 3) We analyze the complexity of the MIN-NRE problems. We develop optimal and sub-optimal algorithms using graph transformations for the two special cases. We then develop a solution for the general MIN-NRE problem. 4) We further develop an advanced algorithm in joint consideration of important QoS requirements such as path stretch.

We systematically evaluate our algorithms through simulations. We obtain two real data sets from the National Renewable Energy Laboratory, and the European Tracer Experiment (ETEX). We fit these data into our renewable energy generation and supply models. We use real Internet topologies and traffic traces. Our evaluation shows that our algorithms can reduce non-renewable energy consumption by more than 20% under realistic assumptions, as compared to the algorithms minimizing the total energy.

The following part of the paper is organized as follows. We discuss the related work in Section II. In Section III, we present an overview of green Internet routing with renewable and non-renewable energy, and we develop the power supply models. In Section IV, we develop the router power consumption model, present the MIN-NRE problem, analyze its complexity and its two special cases. Section V is dedicated to a full set of algorithm development. We evaluate our algorithms in Section VI and we conclude the paper in Section VII.

II. RELATED WORK

Energy conservation in the Internet: There are three broad classes of research in green Internet, focusing on routers, routing, and upper layer protocols.

First, there are studies on saving energy from the routers’ point of view. They primarily develop new structures for the most power consuming components of a router, such as TCAMs. For example, there are studies to develop a packet pre-classifier so as to save energy from TCAMs [15].

Second, there are studies on energy conservation of the Internet from upper layers’ point of view. For example, Energy Efficient TCP [7] is proposed to perform congestion control with dynamic bandwidth adjustment. Such an energy saving will be finally realized by the energy saving of routers.

Third, there are studies to save energy from a network routing point of view. GreenTE [22] is proposed to aggregate traffic using MPLS tunnels, so as to switch the underutilized network components into sleep mode and thus save energy. REStPoNse [19] is proposed to identify energy-critical and on-demand paths offline. The packets are delivered online with the objective to effectively aggregate traffic and switch more network components into sleep mode. There are a set of other works [5][2] with various considerations. These studies prune the network topology. A recent work [21] shows that different traffic volumes lead to different energy consumption. This means that without pruning the network topology, energy can be saved by better managing the traffic flows. Hop-by-hop algorithms are developed to explore this opportunity [21].

Our work falls into the third category, yet we differ from all the aforementioned schemes as we for the first time set an objective to save the non-renewable energy in the Internet.

The renewable and non-renewable energy models: The proportion of the power supply sources is not determined by the routing system, but by the power grid. Past modeling on the respective proportion of the renewable and non-renewable energy can be classified into three broad categories.

First, there are models for on-site renewable energy. Battery is used when extra renewable energy can be stored. When there is not enough power supply from the on-site renewable energy and the battery, the equipments will be supported by the power grid. For example, Li et al. [11] propose iSwitch, a load power balancing scheme in data centers to conduct intelligent and real-time switch between different power supply sources. Note however, that they do not consider that the power grid also has renewable and non-renewable energy sources. As a matter of fact, the power grid nowadays draw large amount of energy from wind or solar farms. Second, Gao et al. [8] model different power sources of a power grid (in terms of the carbon footprint of different power sources), such as hydro, nuclear, wind, etc., and the modeling is location specific. We see that the first category is suitable for the scenario where the amount of power needed is limited as the on-site renewable energy is commonly assumed to be insufficient to provide an all-time supply. The second category is suitable when there is large power demand.

In this paper, we develop a model considering both on-site renewable energy and the renewable energy from the power grid. One important characteristics of a network is that though a network can have thousands of routers, these routers are located in hundreds of locations. Thus, there are only a handful of routers in each location. As a consequence, on-site renewable energy can provide a significant portion of the power supply in one location. On the other hand, due to the large number of locations of a network, we cannot ignore the power supply of a network by the power grid. Even some locations may have a decent amount of on-site renewable energy at one time or another, a combination of the routers of a network still need to draw significant power from the power grid. It is therefore necessary to model the proportion of the renewable and non-renewable energy in the power grid as well.

There is a third category on modeling the microgrid. A microgrid targets on a local electricity distribution at a scale of a campus environment or a data center. It has renewable and non-renewable energy as well. Due to its scale, the power generation of microgrid is usually influenced by the demands of its consumers. There are studies on modeling and co-design of microgrid and data centers [12]. As said, there is a big difference between the Internet and data centers. A data center has tens of thousands of servers, yet these servers are located in only a handful of locations. In one location, there are thousands of computers with reasonable power demands to make a local microgrid meaningful. A microgrid is not suitable in the Internet context.

In this paper, our contribution is to clarify the suitable modeling and associate details for differentiating the renewable and non-renewable energy supply in the Internet context; so that the routers can have the information to minimize non-renewable energy. We do borrow models from past works, e.g., from the first and second category [11][8]. Yet, none of these models can be used directly for the Internet.
III. INTERNET ROUTING WITH MULTIPLE ENERGY SOURCES: AN OVERVIEW AND POWER SUPPLY MODELS

A. An Overview

From a high level point of view, each router needs the knowledge of 1) the network topology and the traffic matrix, 2) the power consumption of this router, which is related to the traffic load on each link adjacent to the router, and 3) the percentage of the renewable and non-renewable energy supporting the power supply, even though the router does not distinguish whether the electricity is from renewable or non-renewable resources at runtime.

All these information can be distributed, in an OSPF manner, to all routers. Specifically, the topology information uses OSPF. The traffic volume information can be gathered through the Traffic Engineering Link State Advertisement (TE-LSA) [10]. The power consumption of the routers can be distributed once for all. This is because the fixed startup power will not change, and the traffic dependent power can be computed with the traffic information from TE-LSA. The information of renewable and non-renewable energy is less dynamic than the traffic data. It is thus possible to advertise such information by extending TE-LSA.

The routers then compute the routing paths that minimize the non-renewable energy consumption of the whole network. Finally, the computed paths can be realized by MPLS. We emphasize that in this paper, our work is confined to intra-domain routing. Further, we suggest centralized computing with MPLS, which is widely used in Internet backbones, especially tier-1.

In this regard, we need to develop 1) the power supply models to compute the renewable and non-renewable energy split in a router. We discuss the details in Section III-B, 2) power consumption model of a router. We discuss the details in Section IV-A, and 3) the routing algorithms for minimizing the non-renewable energy consumption of the network. We discuss the details in Section IV-B and Section V respectively.

B. The Power Supply Models

Our objective is to know what percentage of power a router consumed is from renewable or non-renewable resources.

There are two ways to power a router: 1) through the grid, and 2) through the on-site power generation. The on-site power generation usually uses renewable resources. However, the fluctuation of the on-site renewable power generation may make the power supply intermittent. As such, a common solution is a joint usage of the grid and the on-site power supply model separately.

1) The Grid Power Supply Model: The grid power supply is from both renewable and non-renewable resources. The electricity from renewable resources can be generated in a large centralized facility, such as a wind farm or solar farm, or it can be generated dispersely, i.e., from many small energy sources. Either way, the renewable energy can be connected to the grid, and used by all the electricity consumers. The grid also has to online track the fluctuation in customer loads, referred as load fluctuation. As renewable resources have a limited electricity generation capacity at present, the load following is always compensated by non-renewable resources such as fossil fuels.

Note that the routers are highly distributed in hundreds of locations (this is in sharp contrast to the data centers, where thousands of servers are aggregated in a handful of locations). This means that the total electricity generated by a grid, even from renewable resources, can easily cover the power demands of its local routers. However, it is commonly accepted that it is impossible for the renewable energy to cover the demands of the entire market.2 We thus make an assumption that the proportion of the renewable energy that the routers can consume, to their total energy consumption, is the same as the proportion of the renewable energy generation to the total energy generation of the grid. As an example, assume that the proportion of the renewable energy to the non-renewable energy in the grid is 14% to 86%, and a router demands 100 units of energy. The total renewable energy that this router can expect is 14 units, though the entire renewable energy within the grid is many orders beyond 14 units. This assumption provides a linkage between the split of renewable and non-renewable energy a router consumes and the macro view of renewable and non-renewable energy in the grid. In other words, if we can have the information of the renewable and non-renewable energy of a grid, we know the energy consumption split of the routers at that region.

Formally, let $P_r(v)$ be the total power consumption of a router $v$, and $P_{re}(v)$ and $P_{non}(v)$ denote the renewable and non-renewable energy drawn by $v$, respectively. We have, $P_r(v) = P_{re}(v) + P_{non}(v)$. Note that we can know the total power consumption of the router $P_r(v)$, which we will model it in Section IV-A. We need to know its split $P_{re}(v)$ and $P_{non}(v)$.

Let $\rho_{re}(v) = \frac{P_{re}(v)}{P_r(v)}$. If we can compute $\rho_{re}(v)$, we will have

$$P_{non}(v) = (1 - \rho_{re}(v)) \times P_r(v) \quad (1)$$

As said, we can obtain $\rho_{re}(v)$ of $v$ by modeling the renewable energy availability in the power grid. We abuse the notations a little by using $\rho_{re}(v)$ to denote the ratio of the electricity from renewable resources to the total electricity in the region where $v$ locates.

Many factors affect $\rho_{re}(v)$ in the region. First, the renewable energy production fluctuates according to the climate condition. Second, $\rho_{re}(v)$ is affected by the total energy consumption of the region. This is because a power grid needs to guarantee load following. As renewable resources have a limited electricity generation capacity and customer loads always change, the increase or decrease of the electricity generated by non-renewable resources such as fossil fuels leads to the change of $\rho_{re}(v)$. In reality, we can import $\rho_{re}(v)$ from the grid in real-time.

2) The On-site Power Supply Model: The on-site renewable power supply depends on the condition at each individual region. The two commonly available renewable resources are

---

2The total renewable energy consists of 14% of the energy supply in the US, and the US sets a target to increase the renewable energy supply to 25% by 2025. The target of the European Union is 20% from renewable resources by 2020.
solar and wind. They heavily depend on the climate at their location. Specifically, given the rated output power, the realtime power generation of a wind turbine is a function of wind velocity, while the power generation of a solar panel is a function of solar irradiance and temperature [17].

3) The Overall Power Supply Model: The on-site renewable energy is first used to power a network component directly. The grid compensates when the renewable energy is not enough. Let \( PO_{re}(v) \) be the power production of the on-site renewable energy generation system. Recall that \( \rho_{re}(v) \) is the renewable energy ratio in the grid. Following what was developed in Section III-B1, we have

\[
\begin{align*}
P_{non}(v) &= \begin{cases} 
0, & PO_{re}(v) \geq P_c(v) \\
(1 - \rho_{re}(v))(P_c(v) - PO_{re}(v)), & PO_{re}(v) < P_c(v)
\end{cases} \tag{2}
\end{align*}
\]

Note that Eq. (1) is a special case of Eq. (2) when \( PO_{re}(v) = 0 \). With these models, we have a concrete \( P_{non}(v) \), which we will minimize in the next section. Note that batteries are also often used to store energy when the on-site renewable energy generation produces more electricity than required, and uses during the periods without enough renewable energy. In this paper, we will focus on on-site renewable energy generation and leave the batteries to future work.

IV. GREEN ROUTING UNDER RENEWABLE ENERGY: THE PROBLEM AND COMPLEXITY ANALYSIS

A. Router Power Consumption Model

In previous section, we derived \( P_{non}(v) \). We develop \( P_c(v) \), i.e., the energy consumption of a router, in this section.

Let \( P_l(y_l) \) be the power consumption of link \( l \) when the traffic volume is \( y_l \). From [4], we have

\[
P_l(y_l) = P^0_l + \lambda \cdot y_l \tag{3}
\]

where \( P^0_l \) is a nonnegative startup link power and \( \lambda \) is a nonnegative constant. In practice, \( \lambda \) usually is in the range of 0.001 to 0.1 Watt/Mbps [20]. We assume that \( P_l(0) = 0 \), i.e., we can switch link \( l \) into sleep mode if it does not carry traffic. Let \( P_s(v) \) be the startup power of a router (node \( v \)). Then,

\[
P_c(v) = \frac{1}{2} \sum_{l : s.t. v \in l} P_l(y_l) + P_s(v) \tag{4}
\]

i.e., there is a startup power and a node share \( \frac{1}{2} \) of the link power for each of its links.

B. The Problem and Complexity

Now we formally define our problem. We model a network as \( G(V, E) \), where \( V \) and \( E \) denote the sets of nodes and links, respectively. We have a set of traffic demands \( \delta \in V \times V \), for each pair of source and destination. Let \( d^l \) be the traffic volume of demand \( \delta \). We want to find a path for each traffic demand. Let \( x^l_\delta \) be the amount of demand \( \delta \) traversing link \( l \). The minimum non-renewable energy routing problem (MIN-NRE) is

\[
\min \sum_{v \in V} P_{non}(v) \tag{5}
\]

s.t. \( Eq. (2), Eq. (3), Eq. (4), \quad v \in V, l \in E \)

\[
y_l = \sum_{\delta} x^l_\delta, \quad l \in E \tag{6}
\]

\[
y_l \leq C_l, \quad l \in E \tag{7}
\]

\[
x^l_\delta : \text{flow conservation,} \quad l \in E, \delta \in V \times V \tag{8}
\]

\[
x^l_\delta \in \{0, d^l\}, \quad l \in E, \delta \in V \times V \tag{9}
\]

Eq. (2) - Eq. (4) are the related constraints we have developed. Eq. (6) - Eq. (9) are traffic maintenance related constraints. Eq. (6) means that \( y_l \) equals the total traffic volume on link \( l \). Eq. (7) means that the total traffic volume on link \( l \) must not exceed link capacity \( C_l \). Eq. (8) means that the amount of demands entering and leaving a node must be balanced. Eq. (9) means that only integral routing is allowed (no fractional routing).3 An algorithm should calculate \( x^l_\delta \).

Theorem 4.1: The MIN-NRE problem is NP-hard.

Proof: We prove the theorem by reducing the minimum degree spanning tree problem which is NP-hard [9] to the MIN-NRE problem in polynomial time.

The minimum degree spanning tree problem is to construct a spanning tree whose maximal degree \( k \) is the smallest among all the spanning trees. For each instance of the minimum degree spanning tree problem, i.e., graph \( G \), we construct an instance of MIN-NRE as follows. Let \( d^l > 0 \) for each \( \delta \in V \times V \). Let \( C_l = \infty \) for each \( l \in E \). Let \( P_l(y_l) = P^0_l > 0 \), i.e., \( \lambda = 0 \). Let \( PO_{re}(v) \) can just power on \( k \) links for each \( v \in V \) and \( \rho_{re}(v) = 0 \). In such a case, the minimum non-renewable energy consumption can be achieved by any routing in a subgraph \( G(V', E) \) of \( G \), \( V' = V \) and the degree of each \( v \in V \) is less than or equal to \( k \). In such a case, the non-renewable energy consumption is 0 for \( G \), and thus is minimized. The construction of the above instance of MIN-NRE can be done in polynomial time.

We now show that finding the minimum degree spanning tree \( T \) of \( G \) is equivalent to finding \( \tilde{G} \) of \( \tilde{G} \). On one hand, any node in the minimum degree spanning tree \( T \) has a maximum degree that is not larger than \( k \), so for each node \( v \), the links in \( T \) connected to \( v \) can be sustained by \( PO_{re}(v) \). Thus, \( T \) is a solution of \( \tilde{G} \). On the other hand, if we find \( \tilde{G} \), any node degree in \( \tilde{G} \) is not larger than \( k \), so any spanning tree produced from \( \tilde{G} \) is a solution of \( T \).

C. Two Special Scenarios

We define two special networks by relaxing constraint Eq. (3). This provides deeper understanding of the impact of energy constraints to the problem. These cases may also be used when they match special fitted scenarios in practice.

Definition 4.1: Network \( G'(V, E) \) is said to be pmportion-powered if \( P_l(y_l) = \lambda \cdot y_l \ (\lambda > 0) \) for each link \( l \in E \) in this network.

\[\text{Note that fractional routing can be supported, e.g., by multi-path routing etc. In this paper, we primarily focus on non-fractional routing, yet we would like to specify that this constraint (Eq. (9)) does not affect the problem complexity, i.e., NP-hardness.}\]
Definition 4.2: Network $G^f(\mathcal{V}, \mathcal{E})$ is said to be fix-powered if $P_l(y_l) = P^0_l > 0$ when $y_l > 0$ and $P_l(y_l) = 0$ when $y_l = 0$ for each link $l \in \mathcal{E}$ in this network.

Note that proportion-powered networks and fix-powered networks show two extremes in power consumption of routers. In current stage, the startup power $P^0_l$ is still a dominant factor [3]. However, there exist more and more efforts in developing proportion-powered routers [16]. Therefore, we believe that the study of these two cases in details also has certain practical importance. The algorithms developed for these two scenarios will also become subroutines for our algorithm solving the general MIN-NRE.

V. ALGORITHMS

In this section, we first study MIN-NRE in proportion-powered network $G^p(\mathcal{V}, \mathcal{E})$. We will transform it into a multi-commodity flow problem and show that it can be solved optimally when the flows are fractional. We will study the MIN-NRE problem in fix-powered network $G^f(\mathcal{V}, \mathcal{E})$ and derive optimal or sub-optimal solutions under different conditions. Then, we develop an algorithm for the general MIN-NRE. We further develop an algorithm to minimize non-renewable energy with joint consideration of QoS constraints of path stretch.

A. MIN-NRE in Proportion-Powered Networks

We conduct a graph transformation as follows (See illustration in Fig. 1). We construct a virtual directed graph $G'(\mathcal{V}', \mathcal{E}')$ based on the original graph $G^p(\mathcal{V}, \mathcal{E})$ and the traffic demands. For each node $v_j$ of $\mathcal{V}$, we split it into two nodes $v^r_j$ and $v^f_j$ in $\mathcal{V}'$, representing packet receiving and forwarding respectively. We add a link $(v^r_j, v^f_j)$. We set the capacity of $(v^r_j, v^f_j)$ as $PO_{re}(v_j)/\lambda$ (See the dotted arrows in Fig. 1). The intuition is that by such split, we can represent the on-site renewable energy with joint consideration of QoS constraints of path stretch.

We can find the optimal solution by solving the multi-commodity problem in $G'(\mathcal{V}', \mathcal{E}')$ with the objective of

$$\min \sum_j \lambda \cdot y_{ij} \cdot (1 - \rho_{re}(v_j)),$$

where $y_{ij}$ is the traffic volume on link $l_j \in \mathcal{E}_g$. The objective function is a linear function and is equal to the total non-renewable power in network $G(\mathcal{V}, \mathcal{E})$.

Observation 5.1: An optimal solution can be found in polynomial time for the MIN-NRE problem in a proportion-powered network, if the flows can be fractional.

In the rest of the paper, we call this the MNE-PN algorithm. It will also be a subfunction for our general algorithm.

B. MIN-NRE in Fix-Powered Networks

We now consider the MIN-NRE problem for fix-powered networks. In this special case, the problem is still NP-hard.

Theorem 5.1: The MIN-NRE problem is NP-hard for fix-powered networks.

The theorem can be proved also by a polynomial time reduction from the minimum degree spanning tree problem which is NP-hard. We omit the details due to page limit. We again consider a special case where there is no on-site renewable energy available for any node. We then have

Theorem 5.2: There is a polynomial time algorithm that can minimize the non-renewable energy consumption, if $PO_{re}(v) = 0$ for each node $v \in \mathcal{V}$, $d^0 > 0$ for each $\delta \in \mathcal{V} \times \mathcal{V}$, and $C_l = \infty$ for each $l \in \mathcal{E}$.

Proof: We prove the theorem by showing that a minimum spanning tree can achieve the minimum non-renewable energy consumption. We assign each link $(v_j, v_k) \in \mathcal{E}$ with a cost of $P^0_{(v_j, v_k)} \cdot (2 - \rho_{re}(v_j) - \rho_{re}(v_k))$, which is the non-renewable power of the link. As $d^0 > 0$ for each traffic demand $\delta$, each node has to be able to reach any other nodes. Thus, the minimum spanning tree has the minimum non-renewable power and guarantees all traffic demands to be delivered.

Definition 5.1: Let link set $L_k(v) \subseteq \{l|v \in l\}$ satisfies $|L_k(v)| \leq k$. A fix-powered network $G^f(\mathcal{V}, \mathcal{E})$ is said to be
\( k \)-sustainable, \( k \geq 0 \), if for each node \( v \in \mathcal{V} \) and for each \( \mathcal{L}_k(v) \), \( PO_{re}(v) \geq \sum_{l \in \mathcal{L}_k(v)} P_{0l} \).

Intuitively, a \( k \)-sustainable fix-powered network is a network that on-site renewable power \( PO_{re}(v) \) can power on at least \( k \) links for each \( v \in \mathcal{V} \). If \( k \) is large enough such that all the links can be powered on by renewable energy, the minimum non-renewable energy is achieved, i.e., 0. We now show the conditions under which a polynomial time algorithm exists to compute optimal solutions for \( k \)-sustainable fix-powered networks.

**Lemma 5.1:** For a \( k \)-sustainable network, there is a polynomial time algorithm which approximates the minimum non-renewable energy consumption within at most one link's startup power for each node, if there exists a spanning tree with the maximum degree of \( k \), \( d^0 > 0 \) for each \( \delta \in \mathcal{V} \times \mathcal{V} \) and \( C_l = \infty \) for each \( l \in \mathcal{E} \).

**Proof:** The lemma can be deduced from the theorem in [6]: There is a polynomial time approximation algorithm for the minimum degree spanning tree problem which produces a spanning tree of degree at most \( k + 1 \), where \( k \) is the maximum degree of the minimum degree spanning tree. Thus, the spanning tree produced by the algorithm in [6] has a degree of at most \( k + 1 \), so due to the definition of \( k \)-sustainable, the non-renewable power required for each node is at most one link's startup power.

**Theorem 5.3:** For a \( k \)-sustainable network, there is a polynomial time algorithm that can minimize the non-renewable energy consumption, if there exists a spanning tree with the maximum degree of \( k' < k \), \( d^0 > 0 \) for each \( \delta \in \mathcal{V} \times \mathcal{V} \) and \( C_l = \infty \) for each \( l \in \mathcal{E} \).

**Proof:** The theorem can be deduced from Lemma 5.1. Because \( k' < k \) and the network is \( k \)-sustainable, the network is also \( k' \)-sustainable. Due to Lemma 5.1, there is a polynomial time algorithm that approximates the minimum non-renewable energy consumption within at most one link's startup power for each node. This one link's startup power in fact can also be sustained by renewable power because \( k' < k \).

We next study the general case of MIN-NRE in a fix-powered network. Note the difference is that the on-site renewable energy can be arbitrary. We develop a heuristic MNET. With the understanding of \( k \)-sustainable fix-powered network, we also follow the minimum degree spanning tree algorithm. A good approximation algorithm for the minimum degree spanning tree problem is developed in [6] with an approximation ratio of \((k + 1)/k\).

We start from an arbitrary spanning tree \( T^* \) of \( G \). In each round, we update \( T^* \) to increase the residual renewable power for some node (we call this an improvement). When no improvement can be found, the algorithm terminates. Specifically, let \( \mathcal{R}(v) \) be the residual renewable power capacity of node \( v \), which is calculated as \( PO_{re}(v) - \sum_{v \in \mathcal{E} \text{ and } l \in T^*} P_{0l} \). We scale \( \mathcal{R}(v) \) by \( 1 - \rho_{re}(v) \) if \( \mathcal{R}(v) < 0 \). Then, in each round we find links \( l \) and \( l' \), and update \( T^* \) by adding link \( l' \) to, and deleting link \( l \) from \( T^* \), pursuing the increment of \( \min_{v \in T^* \cap \text{out} \mathcal{R}(v)} \).

In algorithm MNET(), in order to make a “good” improvement, we find \( l' \) and \( l \) in a way similar to [6]. If node \( v_i \) with the smallest value of \( \mathcal{R}(v_i) \) can split \( T^* \) into a forest \( \mathcal{F} \), and there is a link \( l \in \mathcal{E} \setminus T^* \) which can connect two components of \( F \) (Steps 6, 7 and 8), then \( l \) is “good” to take place of some \( l' \) that is adjacent to node \( v_i \) (Steps 9 to 11).

**Algorithm 1 MNET()

Input: \( \mathcal{G}(\mathcal{V}, \mathcal{E}); P_l, PO_{re}(v), p_{re}(v) \) for \( l \in \mathcal{E}, v \in \mathcal{V} \);
Output: spanning tree \( T^* \) of \( G \) which approximates the minimum non-renewable power consumption for \( P_{0l} \);
1: \( T^* \leftarrow \) the spanning tree created by BFS from the node with the largest value of \( PO_{re}(v) \);
2: for each node \( v \in \mathcal{V} \) do
  3:   \( \mathcal{R}(v) \leftarrow PO_{re}(v) - \sum_{v \in \mathcal{V} \text{ and } l \in T^*} P_{0l} ");
  4: end for
5: if \( \mathcal{R}(v) < 0 \) then
  6:   \( \mathcal{R}(v) \leftarrow \mathcal{R}(v) \cdot (1 - \rho_{re}(v)) \);
end if
7: for each node \( v_i \in \mathcal{V} \) in increasing order of \( \mathcal{R}(v) \); in increasing order of \( \mathcal{R}(v) \);
8: for each link \( l \in \mathcal{E} \setminus T^* \) and \( l \) connects two components in \( \mathcal{F} \) do
  9:   \( c \leftarrow \) the unique circle generated when \( l \) is added to \( T^* \);
  10:   for each link \( l' \in c \) do
  11:   if \( v_i \in l' \) and \( \min_{v \in c} \mathcal{R}(v) \) increases when adding \( l \) to, and deleting \( l' \) from \( T^* \) then
    12:       \( T^* \leftarrow T^* \cup \{l \} \setminus \{l' \} \);
    13:       update \( \mathcal{R}(v) \) for \( v \in l \) and \( v' \in l' \);
  14: end if
15: goto step 6;
16: return \( T^* \).

C. MIN-NRE in the General Case

We now consider the MIN-NRE problem for general link power model \( P_l(y_l) = P_{0l} + \lambda \cdot y_l \), where \( P_{0l} > 0 \) and \( \lambda > 0 \).

We develop our algorithm based on MNE-PN and MNET. The observation for linking these two is that, we should switch appropriate links into sleep mode. If too few links are switched into sleep mode, the startup power \( P_{0l} \) of many links cannot be saved, and these may need to come from the non-renewable energy. On the other hand, if too many links are switched into sleep mode, many end-to-end paths may be stretched, which increases the power of \( \lambda \cdot y_l \) and also increases the non-renewable energy consumption of the whole network. The optimal solution is related to the value of \( P_{0l} \), \( \lambda \), and the traffic demands. Note that the same observation also exists for networks without renewable energy.

Based on this observation, we design a heuristic algorithm GreenNRE. The basic idea is a greedy search by running MNE-PN repeatedly on a subgraph of \( G \). We first constructs subgraph \( T^* \) by calling MNET, and computes routing \( X_0 \) by running MNE-PN on \( T^* \). Then in the \( h \)-th round (\( h > 0 \)), we add to \( T^* \) the link with the largest residual on-site renewable power, and computes routing \( X_h \) by calling MNE-PN. If the total non-renewable power consumption of \( X_h \) is less than that of \( X_{h-1} \), we continue adding links. Otherwise, we use \( X_{h-1} \) as the final green routing. We also do a randomly round up on \( X_{h-1} \) to produce an integral routing. This algorithm can produce a routing that is the same to that of MNE-PN for a proportion-powered network, and can produce a routing that is the same to that of MNET for a fix-powered network.

GreenNRE calls MNET once, and calls MNE-PN for at most \( |E| - |V| + 2 \) times.

D. MIN-NRE with QoS Requirements

We now study the balance between non-renewable energy conservation and normal QoS requirements for the routing
paths. In other words, we want to investigate whether the pursuit of green may sacrifice typical routing metrics such as end-to-end delay; and how a balance can be made.

Specifically, we consider path stretch ratio: the ratio of the length of a source-destination path to that of the shortest path between this source-destination pair. Given a path stretch threshold \( \theta \), we want to find a routing that minimizes the non-renewable energy consumption, subject to the constraint that the path stretch ratio for each source-destination pair is equal to or less than \( \theta \). In the extreme case, \( \theta = 1 \), then the problem reduces to shortest path routing. Generally, we have \( \theta > 1 \).

In order to design an algorithm, we make the following observation. If link \((v_i, v_j)\) is switched into sleep mode, the length of the path between \(v_i\) and \(v_j\) will stretch at least to \(l_{\text{len}}(v_i, v_j)\), where \(l_{\text{len}}(v_i, v_j)\) denotes the length of the shortest path from \(v_i\) to \(v_j\) in \(G(V, E)\), i.e., the second shortest path from \(v_i\) to \(v_j\) in \(G(V, E)\). Thus, to meet the path stretch ratio requirement, we should power on the links that are in a second shortest path, if this second shortest path induces the path stretch to exceed threshold \( \theta \). We do this based on the result subgraph computed by the GreenNRE algorithm, and call this algorithm GreenNRE-shortest.

In summary, the problems and the corresponding algorithms developed in this section are shown in Table I.

### VI. Evaluation

#### A. Simulation Setup

We evaluate our scheme through simulations. We first present the network configuration, energy generation, and traffic traces of our simulation and then our evaluation criteria.

### TABLE I: Summary on Algorithms

<table>
<thead>
<tr>
<th>Router Power Consumption Model</th>
<th>Complexity</th>
<th>Algorithms</th>
<th>Optimality</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIN-NRE in proportion-powered networks</td>
<td>P</td>
<td>MNE-PN()</td>
<td>optimal (fractional routing) / sub-optimal (integral routing)</td>
</tr>
<tr>
<td>MIN-NRE in fix-powered networks</td>
<td>P</td>
<td>minimum spanning tree</td>
<td>optimal</td>
</tr>
<tr>
<td>Sustainable and ( k \times \theta ) degree of the minimum degree spanning tree</td>
<td>P</td>
<td>[6]</td>
<td>optimal</td>
</tr>
<tr>
<td>General cases</td>
<td>NP-hard</td>
<td>MNE-PN+MNE-PN()</td>
<td></td>
</tr>
<tr>
<td>MIN-NRE in the general case</td>
<td>NP-hard</td>
<td>GreenNRE()</td>
<td></td>
</tr>
<tr>
<td>MIN-NRE with QoS requirements</td>
<td>GreenNRE-shortest()</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### 1) Network Configuration: We evaluate our algorithms using real topologies. We obtained two real topologies: 1) the Internet2 backbone with 12 nodes and 15 two-directional links, and 2) the pan-European Research and Education Network (Geant) backbone, which has 23 nodes and 37 two-directional links.

For each link, the power consumption per unit traffic volume (\( \lambda \)) is set as a constant 0.004, referring to the measurement results given by [3]. The startup power consumption (\( P_0^s \)) of different link operation rates is calculated using the maximum power \( l \) and \( \lambda \), shown in Table II.

### TABLE II: Power consumption of line cards

<table>
<thead>
<tr>
<th>Line card</th>
<th>Operation rate (Mbps)</th>
<th>Maximum power (Watt)</th>
<th>Calculated ( P_0^s ) (Watt)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC3</td>
<td>135.32</td>
<td>60</td>
<td>59.4</td>
</tr>
<tr>
<td>OC12</td>
<td>622.08</td>
<td>80</td>
<td>77.5</td>
</tr>
<tr>
<td>OC48</td>
<td>2488.32</td>
<td>140</td>
<td>130.0</td>
</tr>
<tr>
<td>OC192</td>
<td>9953.28</td>
<td>174</td>
<td>134.2</td>
</tr>
</tbody>
</table>

#### 2) Renewable Energy Generation: We evaluate energy saving when either wind power or solar power is used. We use the meteorological data from the Measurement and Instrumentation Data Center (MIDC) of the National Renewable Energy Laboratory, and the European Tracer Experiment (ETEX).

MIDC data includes wind velocity, irradiance, and temperature from 32 stations in the US, reported every 60 seconds. ETEX data includes wind velocity from 168 stations in the Europe, reported every 3 hours. For each node in Internet2 and Geant, we use the data from the meteorological station that is nearest to that node. In particular, the maximum distance between a network node and the corresponding data collection point is 449.08 km for Internet2 and 282.0 km for Geant; and the average distance is 148.79 km for Internet2 and 71.13 km for Geant. We consider the meteorology to be similar in such a range. However, there are some network nodes (4 in Internet2 and 7 in Geant) far from the data collection points. We assume that these nodes have no on-site renewable energy.

The rated power of on-site renewable energy generation is set to twice the maximum power consumption of the node. For example, for a router whose maximum power is 1000 Watt, we deploy a wind turbine with a maximum output power of 2000 Watt. With these data, the real-time power generation can be calculated, using wind velocity, solar irradiance and temperature as inputs [17].

---

1. Note that we use the old topology because the available real traffic traces are for that time. The same for Geant.
As discussed, the electricity in the grid may be from both renewable and non-renewable resources. For the renewable energy ratio $\rho_{re}(v)$, in our simulation, we use the electricity generation data from the U.S. Energy Information Administration’s website,\(^3\) and the electricity production and supply statistics reports by the European Commission.\(^9\) These reports summarize the average electricity fuel mix of all the states in the US as well as the EU-27. So we can calculate statistics reports by the European Commission.

For the non-renewable energy ratio, which are important parameters for the network utilization ratio is around 5%.

4) Evaluation Criteria: We evaluate both GreenNRE and GreenNRE-shortest. For comparison purposes, we simulate 1) GreenTE [22], a green Internet routing approach that can achieve near-optimal energy saving but does not differentiate renewable and non-renewable energy; 2) OSPF where the energy injected to the network components contains renewable energy; and 3) ALL-NON. ALL-NON is OSPF in routing, yet it differs from OSPF as it assumes that the energy injected to all the network components are non-renewable energy only. Thus, we can show how much non-renewable energy can be saved by just supplying renewable energy, without changing the routing, by comparing OSPF with ALL-NON; and how much non-renewable energy can be saved by supplying renewable energy and adjusting routing accordingly, by comparing GreenNRE with ALL-NON.

We want to compare the non-renewable energy consumption of different schemes. Thus, we evaluate the ratio of non-renewable energy consumption by GreenNRE to non-renewable energy consumption by other approaches, including GreenTE, OSPF, and ALL-NON. We call this the non-renewable energy consumption ratio. As a variant of non-renewable energy consumption ratio, we also use non-renewable energy saving ratio when it makes the composition clearer. In addition, we evaluate path stretch ratio and link utilization ratio, which are important parameters for the network QoS performance.

B. Results for Solar Power

Fig. 2 shows the non-renewable energy consumption ratio in Internet2. We use the traffic traces from 0:00am, Mar. 8, 2004 to 23:55pm, Mar. 14, 2004, and the solar irradiance traces from 0:00am, Feb. 1, 2013 to 23:55pm, Feb. 7, 2013. Both last for 7 days yet they are not the same period. This is because the traffic traces we have are from March, 2004 to August, 2004, and there are lacks of solar traces for this period. For example, the data sets available on UTPA Solar Radiation Lab are from September 1, 2011 onwards. We cannot find an exact match, yet we tried our best to match them and we select data all from spring.

We can see a diurnal pattern. In the night when no solar power is available, the non-renewable energy consumption of GreenNRE is close to GreenTE. They are about 75% of that of OSPF. This is because both GreenNRE and GreenTE can switch some links into sleep mode. Even no renewable energy is available, they both save the total energy, and thus the non-renewable energy. In the daytime, the non-renewable energy consumption of GreenNRE can be 60% to that of GreenTE, 40% to that of OSPF, and less than 20% to that of ALL-NON. Clearly, GreenNRE takes renewable energy generation into consideration, so that the network components that use more non-renewable energy will be switched into sleep mode preferentially.

Fig. 3 shows the CDF of the non-renewable energy saving ratio in Internet2. We can see that introducing solar power without changing the routing (i.e. OSPF) can save up to 70% non-renewable energy. However, 20% more can be saved by deploying GreenNRE. When the ordinate value is greater than 0.6, GreenNRE has a greater saving ratio than GreenTE, which means that GreenNRE outperforms GreenTE in 40% of the time, while GreenNRE and GreenTE perform similarly in the rest of the time (i.e., the nights).

C. Results for Wind Power

Fig. 4 shows the non-renewable energy consumption ratio in Geant, using the traffic traces from 0:00am, May 6, 2005 to 21:00pm, May 10, 2005, and the wind velocity traces from 0:00am, Nov. 14, 1994 to 21:00pm, Nov. 18, 1994. This is because the traffic traces are from May to August, 2005, and the wind traces are from October to December, 1994.

Unlike Fig. 2, Fig. 4 shows no diurnal pattern, because wind power is more intermittent than solar power. However, we still see that the non-renewable energy consumption of GreenNRE can be as less as 20% to that of ALL-NON, 40% to that of OSPF, and 80% to that of GreenTE.

Fig. 5 shows the CDF of the non-renewable energy saving ratio in Geant. Introducing wind power without change the routing (OSPF) can save 20% to 50% non-renewable energy, while GreenNRE can save 50% to 80%, better than GreenTE. We find that GreenNRE-shortest saves a little less that GreenTE, because more links are powered on to provide a better QoS performance.

Fig. 6 shows the CDF of the path stretch ratio in Geant. We can see that the path stretch of GreenNRE-shortest is less than 1.1 with a probability of 90%, which is much better than GreenTE and GreenNRE. Fig. 7 shows the CDF of the link utilization ratio in Geant. Similarly, GreenNRE-shortest performs good, with a link utilization ratio less than 5% in 95% of the time. The results imply that GreenNRE-shortest can save non-renewable energy that is close to GreenNRE without inducing large path stretches.

VII. Conclusion

In this paper, we presented a study on green Internet routing where we differentiated renewable and non-renewable energy.

\(8\)http://www.eia.gov/electricity/monthly/index.cfm
\(9\)http://epp.eurostat.ec.europa.eu
\(10\)http://www.cs.utexas.edu/\~yzhang/research/AbileneTM/
We developed an overall model to clarify the working operations to realize minimizing non-renewable energy consumption of the Internet routing. We developed a set of models such that a router can collect the information of what proportion of its power supply is supported by renewable (or non-renewable) energy. We formulated a minimum non-renewable energy power supply is supported by renewable (or non-renewable) energy saving ratio (Geant, wind powered).

We evaluated our algorithms. Evaluations on real trace data demonstrated the effectiveness of our algorithms.
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