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Abstract—Source address filtering is used as an important TCAM has very limited capacity due to high cost. Cisco
mechanism to prevent malicious traffic. Currently, most netvorks 12000, a high end core router, can only accommodate 20000
store filters in hardware such as TCAM, which has limited onyies per line-card. With tens of thousands of filters gt

gg?t\?v(;%’ :a'l%h agé)(\;vnfilrmcggtseurlr;p:g(e)nnﬁﬂqdbel’rugor; f?ltt)gs Ai{thr?gggs in the network, the limited TCAM resources are not enough to

multiple accesses to memory on the border router, which bear block currently witnessed attacks, not to mention largecits
much more additional burden than other routers. from millions of sources expected in the near future [18kisu

In this paper, we propose a software-based mechanism for |imitation make some TCAM-based solutions even block part
source address filtering. In our mechanism, we only need to of the legitimate traffic for better aggregation [16]. Weibeé

check a few bits in source addresses on each router, rather . .
than checking all bits on the ingress router. Through coopeation that the number of blacklisted source address to be filterkd w

among routers, our mechanism ensures that malicious traffievill ~K€ep increasing in a much faster pace in the foreseeablefutu
be filtered in the network. than the increase of TCAM capacity. Therefore, software

We formulate this problem as finding a cooperative scheme pased solutions are promising to accommodate the large spac
such that the loads on all routers are optimally balanced. We \oqired by the filters. The key reason that software based
show that the problem can be optimally solved by dynamic . . g . .
programming. We evaluate our algorithms using comprehensie solutions are not widely used in practice nowadays is that,
simulations with BRITE generated topologies and real world although software-based SRAM also has fast shetiiese
topologies. We conduct a case study on China Education and schemes require multiple accesses to perform a single jpoku
Research Network 2 (CERNET2) configurations, a large IPV6 this introduces large latency and congestion.
network. Compared to checking 128-bit IP addresses on Ing&s  nentionally, the filters are placed at border routers,
routers, our algorithm checks at most 40 bits on each router. g . - . .

where the transit traffic definitely passes by. The procgssin
|. INTRODUCTION burden on border routers is high. In this paper, we design a

Packet filtering is a prevalent mechanism for preventimpvel cooperative mechanism, where not only border routers
malicious traffic, such as DDoS attack and scanning. Becaus# also some downstream routers in the network can work
of the important semantics of source address, source addieperatively to handle the source-IP filtering. Such desig
filtering is widely used in networks. Usually, ingress rautescales well facing the increase of the filtering requirement
maintains a blacklist, i.e., the source addresses thatldhou Unlike previous schemes, that assign tasks to routers by
be filtered. With security problem becoming more serioulters, i.e., address blocks that should be filtered. Ouesth
the blacklist has increased explosively in the past few gjeaassigns tasks to routers by bits. That is, multiple routahs w
especially for large scale networks. In 2003, it was regbrteach check partial rather than all bits in source addresses.
that there were more than 20K sources during an attack d@gaifisus, fast lookup speed can be achieved on each router. We
an online betting site [3]. In 2007, the size of the Storm bbtnguarantee correctness, i.e., filtering all malicious taffi the
reached 50M [12]. In 2008, there were more than 800K unigmetwork; in other words, the routers will cooperatively cke
malicious IP sources reported every day, according to dath bits in source addresses. In our scheme, we can get the
from Dshield.org [2]. The devastating security crisis #8c best of both worlds: larger storage space in SRAM/DRAM,
ISPs to increases their blacklist size, to defend agaitestkg and faster lookup speed.
from possible malicious sources. Simple Example: We first use a simple example to explain

TCAM is currently used as the de facto industry standashr idea. In Fig. 1. Traditionally, the filters are placed e t
to process IP prefixes. Though it has wire speed performangerder router, e.g., routat. Thus a requires 3 accesses to
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destination is{a, b, c,d}. First, routera checks the0;, bit the problem of filter selection as a resource allocation ferab
in source address, and moves the pointer from the root [ employed bayesian decision theory to optimize the set of
the 1, level, then it passes the packet to routeb checks filters based on history of attacking information.
the 1, bit and passes the packet ¢pwhich checks the,,, In [18], distributed filtering was studied to reduce coltate
bit and concludes that the packet should be filtered. With tdeamage. It places different filters on different routerschsu
mechanism, each router requires fewer accesses to memtrgt each router blocks different IP addresses along a path.
When the network is large, the amortized burden on eatfowever, the scheme has two drawbacks, 1) it is based on
router can be quite low. ACLs that resides in TCAM, but in most cases only border
routers have ACLs for preventing malicious traffic into the
network; 2) once the filter set changes, e.g., adding a new
blocked IP address, or network topology changes, routers
have to re-compute across different routers, which ine®as
additional control overheads. Compared with [18], our sohe
only re-computes when topology changes.

TABLE |: Comparison of different filtering schemes

Schemes Metrics Lookup speed| Storage spacg Overheads**

Fig. 1: Routera is the ingress and, e, f are egress routers. Centralized&Hardware | Fast Low

Assume the source address has 3 bits, and there are 3 sotexz fil ;
. ’ . AN Centralized&Software | Slow Large
1*, 00*, 010. The source filters are organized as uni-bit trie 9
. . . Distributed by filters Fast Larger* Higher
The above example is not special. In this paper, we genegHardware 9 9

alize the above example by formulating a problem where w%?é%;?g by filters | ¢\ Large Higher
need to balance the load across different routers, givehel) tyipiied by Bits
total bit set that has to be checked; 2) the spare capacity agsoftware Fast Large Lower

each router that can be used for source filter; in other words, 1,¢ siorage space is larger if routers along the path havesAGtwever,
there is a limitation on the extra burden for each router. We only border routers have ACLs practically.
develop an optimal solution based on dynamic programming. Control overheads caused by distributed schemes.

We conduct comprehensive simulations using both real andVe compare all possible schemes (distributed by
BRITE generated topologies. The results show that our alduts&hardware Scheme does not exist) in Table I. We
rithm can largely reduce the number of bits each router hasdan see that our scheme is the only one, that can achieve fast
check, and load is much more balanced across routers.We dfsikup speed, large storage space and low control overheads
conduct a case study using the topology of China Education 1. DESIGN OVERVIEW
and Research Network 2 (CERNET?2), the world’s largest IPV& Assumptions
backbone network (including 59 Giga-PoPs). The results'sho To restrict the scope of our study, we first make a few
that each router has only to check at most 40 bits out afsumptions: 1) We assume the existence of blacklist, #mis c
128-bit IPv6 address and the maximum utilization is mudbe constructed based on either history data [12] or attgckin
lower. We also evaluate the control overheads of our schenrdprmation from other hosts [17]. Constructing the blaskl
using real data traces, that recorded the topology chande®rthogonal to our paper; 2) We assume that we can insert
of CERNET2 during four months. The results show that thedditional information between IP and MAC header, (e.@, th
control overheads caused by our scheme is quite low. same as MPLS), or in the option positions so as to carry
some information between adjacent routers; 3) We assume
the routers are less likely to be attacked and intra-domain

Many solutions have been proposed to battle DoS proble@mmunications are secure, despite our efforts to take fail
and spoof problem with filters. For example, ingress acdsss kafe into account; 4) We admit that using our scheme, we
[4], static ACL (Access Control List) is used to keep privatenay not prevent malicious traffic at the border routers. Some
source addresses out of the Internet [6]. However, most sol8Ps do tolerate the existence of malicious traffic insidgrth
tions store the blacklist in TCAM, which is a scarce resotmce networks [15]. We will study this in more details in our fudur
network. While the blacklist increases tremendously, TGAMvork so that we can focus on router cooperation in this paper.
based filtering can not accommodate so many entries. B. Encoding the Trie and Header Format

Due to lack of hardware memory space, many solutions triedingress routers can get a blacklist, i.e., a set of filters,
to reduce the number of filters, [14] aggregated source g®fithrough existing methods. Different ingress routers mayeha
to shorter prefixes. [22] proposed to use bloom filter to edelu different blacklists, as they may be connected to attadkens
suspected malicious traffic. However, reduced filters veilise different sources, they may also share the same blacklist.
collateral damage, i.e., legitimate traffic may also be kéakc Ingress routers will first distribute the filters to other tens
To make efficient use of scarce TCAM resources, [18] studi@anetwork. When any router obtains the filters, it shouldahs

II. RELATED WORK



them in software, i.e., construct a trie. In this paper, wé wi There are three kinds of control information exchanged
focus on leaf-pushed uni-bit trie [20], where each trie nodmetween routers. First, ingress router computes and lulists
either points to a prefix index or a child node, and it is easie delegated bits for each router. Second, ingress router
to extend this work to other tries, e.g., multi-bit trie. should distribute the filters to other routers. thus eacherou
After constructing the trie, routers should encode eackenodan independently construct and encode the trie. When up-
with a node index. The encoding results should be consistelatting (inserting or deleting) on filters happens, the isgre
across different routers, i.e., we should assign node iridexrouter should notify other routers about the updates. Each
2, 3, ...to the trie nodes following some rule (please refer tipdate message should be tagged with a sequence number,
[21]). After encoding the trie, the router should store the@s so all routers can set up the trie consistently. Finally, the
linearly in memory, therefore, the router can get the trideno topology information can be distributed through protocalsh
in constant time after obtaining the node index. Besides, ths OSPF, and the spare capacity of each router can be known
node index can bempty, i.e., previous routers have checkedhrough extension of OSPF or a new protocol.
all bits and concluded that a packet should not be filtered. Th All control information is exchanged between adjacent

empty state is encoded to be 0. routers, by setting TTL of control packets to be 255we
@ can prevent spoofed message from attackers.
IV. OPTIMAL COVERING SCHEME
l—1—fe——— 3 —] Bytes @ To share the load among routers, we formulate and solve
Ingress the problem of computing the delegated bits on each router
Router Node Index (e) (©) for traffic from different ingress routers.

Fig. 2: The additional header Fig. 3: Covering tree rooted at A. Problem Formulation
" format routera in Fig. 1, with Let G = (V, E) be a network, wher# is the set of routers,

maximum depth be 2. andF is the set of links. LeR denote the set of ingress routers

An additional header has to be inserted into all data packéighe network. LetC be a path (i.e., an ordered set of routers),
that travel through the network. Fig. 2 shows the format df" (r € R) be the set of paths that a packet may traverse from
the additional header, which has 32 bits, equivalent to MPL/StO any other egress routers. Forv € £, defineu <. v as
header. The new header has two fields, the first field denof€$leu be the predecessor ofon L.
the ingress router, and the second denotes the node index. L&t 7" = {bo,b1,...,}, (r € R, 0 < b; < 31 for IPv4,

C. Data and Control Plane and0 < b; < _127 for IPv6) be the ordered (|.e_b,b- < bj_, if
1) Data Transmisson: Upon receiving a packet, routeri < j) set of bits that should be checked for traffic from ingress

should first obtain the fields of ingress router and node ind(ra%merr € R EaCh iouter only checks a few bits in source
from the additional header. If the node index is empty, tten t2 Sfresfses, lef; % TT be thf deITegated bits thal;checks for
router just delivers the packet to the next router. If theenod@Mc from r, and B = E}Bmvlfgvzv - -f)rg ”ife V' be Ia vectﬁr
index is non-empty, router finds the exact trie node accgrdiﬁepresent'ng_ overing scheme for traffic from r. Ao_ng a

to the node index. The router also obtains teegated bits, paths from ingress to egress, all routers cooperativelgiche

which is the bit set the router should check, then the routér fr.OrT‘ highe? o lower bits. E‘?‘Ch router in the netwprk
continues to look up the delegated bits in the trie. We wif]2s I|m|t¢d capacity due to CPU I|m|tat[|on_s. We model this as
later discuss how the router obtains the delegated bits. the maximum number of additional bits in source addresses

If the process finally arrives at some leaf node, indicatifg@t the router can process. L€}, be the capacity ob. To
that the source address matches a filter in the blacklist tr@alar?ce the load acro;s the networkjlé@) b? the “tj']'g%?“o”
router just discards the packet. If we can not search mdHiction on nodev for ingress router, i.e., f"(v) = ==
deeply into the trie, indicating that the source addresssdoe Considering some ISPs do not want malicious traffic pen-
not match any filter, then the node index is set to be empgfrates deeply into their networks, we define thaximum
Else the node index is set to be the node index of the trie n th, i.e., distance that malicious traffic could travel before
where the lookup process stops. After setting the node ind8ging filtered. Let/(u, v) be the distance between nodand
the router delivers the packet to the next hop. v, k be the maximum depth, e.g:,= 0 if the ISP forces all

Ingress router looks up from the root node in the trie, arfggffic be filtered at border routers. ISP gdmlmstrator et _
insert the additional header. Egress router removes theeheak Pased on a tradeoff between security and load balancing.

2) Control Information: Combined with the trie and net- Then we can formulate the problem as follows,
work topology information, we can compute the delegated min max _ f"(v) (1)
bits on each router for traffic from different ingress roster vEVireR

(described in the next section), such that load is balanced SLIB| < Co,WeV,reR @
among all routers. The computed results across different U B, 2T " \VLeP',reR 3)
routers should satisfy that, all bits that appear in theshieuld veL

be checked Ord?rly (from root to leaf nodes) by routers alon@Tr( is set to be 255 if communication entities are directiyoected
any paths from ingress to egress routers. 3Here, let the most significant bit be the highest order bit



U B, =T"or U B,={peT"lp>aq.vq e B}, checks more than 1 bit, the maximum utilization of the optima

uZev ulev cover will be more than 50%. Thus we can conclude that the
VreR,LeP veLl optimal cover is:a checks thel,, bit, b checks thel,; bit,
(4)  andc, e each checks the,,, bit.
By =0,Yr € R,Vv,d(v,r) >k (5)  Let O(v,n) be the Min-max utilization if covering tree

Eqg. (1) specifies the objective to minimize the maximunvoted at node has to coven bits, O, (v, n) be the Min-max
utilization on all routers. Eq. (2) indicates the constran utilization if covering tree rooted at nodehas to coven bits,
capacity. Eq. (3) states that all bits must be covered aloyg aandwv itself has to check bits. Let N (v, n) be the number of
path that a packet can traverse. Eq. (4) states that on ahy phlegated bits o if Min-max utilization is achieved on the
from ingress to egress, if not all bits have been checked, theovering tree that is rooted atand has to coven bits. Let
the successor node should check lower bits. Eq. (5) exmessarent(v) be the parent node af. Algorithm Opt-Cover()

the maximum depth the administrator set. computes the delegated bits of each node as follows.
The solution to the problem is called the optimal covering _
scheme. Algorithm 1: Opt-Cover()
. ; ; Input T
‘ . TABLE II: Notation List Output D Brwwev
Notation | Definition Initialzation  : Bl = 0,Yv € V
\% set of nodes 1 begin
R set of ingress routers 2 PreOrder traverse the Covering tree and push nodesSitiok
L a path 3 while Stack # null do
T an ingress router 4 v = Pop(Stack) for i =0,2,...,|7"| do
pr set of paths that a packet can traverse from 5 if v is a leaf node then
to egress routers 6 L O(v,i) = g~ N(v,1) =4;
T set of ordered bits that should be checked for Y
packets fromr 7 else )
By set of bits that node checks for packets from 8 for j =0,2,...,ido
Br - 9 Oj(v,1) = &
a covering scheme far O
- 10 foreach child node v of v do
Cy capacity of node Oi(v. 1) = O (v.7). O (u.i— 7
7™ () utilization function on node for ingress router 1 L Oi(v,d) = max{O;(v,4), Oj(u, i — 4)}
12 O(U, i,) = II'linj:o_yg _____ i OJ (’U7 ’i) )
B. Finding the Optimal Covering Scheme 13 | L N9 =, whereO;(v,2) = O(v,9)
_ In this se(_:tion, we will present the aIgoritf@_pt-Cover() to 4 if_o(r, 17) < 100% then
find the optimal covering scheme by dynamic programmings PostOrder traverse the Covering tree and push node into
i _ ; ; ; Stack
Note that in Eq. (1) (5), variables for different mgres?s while Stack % null do
routers do not interact, So it can be decomposed to a numper v = Pop(Stack)
of subproblems, one for each ingress router. 18 len(v) =
We can obtain a spanning tree rooted at an ingress router g?(_})%‘fﬁt‘(,ﬁ))‘ J_Ffl\/fvie‘;r('v)‘ lj’;f“"em(”)))
and towards all egress routers, and the height of the tree is 77| — 1= len(Parent(v))}
less than the maximum depih For example, suppose= 2 -

in Fig. 1, then we can get a tree rooted at ingress rou@s _ ] ) )

shown in Fig. 3. We call the spanning tremvering tree, which The input of Algorithm Opt-_Cover() is the set of bits that

has to cover all bits that has to be checked, more specificaliivé t©© be checked for traffic from an ingress router, and

all paths from root to any leaf nodes should cover all bits. the output is the delegated bits on each router. Basically,
Intrinsically, if a tree has to coverbits and the root checks Algorithm Opt-Cover() first traverses from leaf nodes totroo

the highest bits, then each sub-tree rooted at children of tH@llowing a dynamic programming structure. After compgtin

root nodes has to covérj bits. Suppose we know the Optimalthe optimal cover, if the Min-max utilization is larger than

cover for each sub-tree, then we can compute the optimarcog‘QO%' then there does not exist a feasible solution. else the

for the entire tree by trying different number of delegatéd b algorithm traver§es from the root to leaf nodes and computes

on the root node. For example, if the tree in Fig. 3 has to co/& delegatgd bits on each node. _ _

3 bits, and capacity of each node is 2. If nadehecks 0 bit,  1heorem 17; 2The complexity of Algorithm Opt-Cover() is

sub-tree rooted at nodeshould cover 3 bits, the maximumO(V| > (IT"]%)). L

utilization of the optimal cover for the sub-treg ¢hecks 2 Proof: Stack has less thanV| nodes mmally. The

bits andc, e each checks 1 bit, dr checks 1 bit and, e each number of loops in line 4 and line 8 is less thgh'|. The

checks 2 bits) is 100%, and the maximum utilization of th@umber of loops in line 10 is bounded by a constant. =

optimal cover for the entire tree is 100%. If nodechecks 1 he complexity of Opt-Cover() is low, and linearly increase

1 bit, sub-tree rooted 4t should cover 2 bits, the maximumWith V. Thus the algorithm adapts to large scale network.

utilization of the optimal cover for the sub-treé ¢hecks 1 C. Distributing the Optimal Covering Scheme

bits andc,e each checks 1 bit) is 50%, and the maximum Configuring the delegated bits on all routers is almost

utilization of the optimal cover for the entire tree is 50%al impossible for a large scale network, we need a distribution



mechanism. Computed results should be distributed frdm practice, we believe this is tolerable for current roster
ingress router towards egress routers. During setup tinee, Filters, or blacklist, changes more frequently. To prevent
ingress router should first check all bits, and compute tlscillation when the filter set changes, we set the total bit
optimal covering scheme. Then it will send the scheme s®t (which should be checked) to be all bits in source address
its children along the covering tree rooted at itself. Thadch V. PERFORMANCE EVALUATION
receives the scheme, checks all bits except the delegaseafbi A, Smulation Setup
its ancestors, then sends an acknowledgement (ACK for)shortopt-Cover() is the key component of the mechanism that we
to its parent. After the parent receives ACKs from all cteldr designed. We evaluate the performance of the algorithngusin
the parent will check the delegated bits of the optimal cover hoth BRITE [1] generated topologies and real topologies. A
scheme. The children will recursively repeat this proce®s u case study on CERNET2 will be discussed in the next section.
egress routers receive the scheme. 1) BRITE Topology: We generate topologies with routers
Continue the example in Fig. 3, routerfirst checks all from 100 to 500. The average number of links per new router is
three bits, and passes the optimal covering scheneltsets set to be 2 to 10. We allow the most specific IP source address
its delegated bits be,; and 2, bits and send ACK ta. a filtering, thus we set the number of bits that will be checked t
receives the ACK, and sets its delegated bit9hebit. Atthe pe 32 (for IPv4). On each router, we set the capacity comstrai
same time} will send the optimal covering scheme to routefp be 4 to 64. According to [9][5], we set the number of border
c ande. c ande set their delegated bits i, bit and send routers to be 2 to 20. Among the border routers, we randomly
ACKs to b. After receiving ACKs from bothr ande, b will  select one as ingress router, and others as egress routrs. W
set its delegated bits bk, bit. set the maximum depth to be infinity, i.e., malicious traffic

When topology changes, e.g., links/nodes fail, the upstreghould be filtered inside the network. The default value and
routers of the changed links/nodes should check all bite@xc other parameters are in Table III.

the delegated bits of their ancestors. Thus malicious draffi

will be filtered before arriving at the changed links/nodes. TABLE Ill: Parameter table of brite-generated topologies

When ingress router finds the changes, it first checks all bits No. Routers] a7 38 Placement links/new router
computes the new optimal covering scheme, and repeats the '\fog 0M15éoi2 < BRa(?dOQ g 2
. . . oae oae 0. boraer routers
distribution process. . . . Router Only | Waxman = T
Theorem 2: At any time, all bits will be covered by the
covering tree. TABLE IV: Parameter table of real topologies
Proof: !f the covering t.ree only has one level, I'ef’ only No. Routers| No. Edges| Avg. links/new router
one router, it will check all bits at any time. Suppose a cinger CERNET 170 538 516
tree that has levels can cover all bits at any time. Then ifa ~AS 1221 104 151 1.45
covering tree has+1 levels, before the root router receives alll 22 éiﬁ? iéi g;g 3-82
ACKs from its children, root router will check all bits. Dug AS GAGT 128 375 290

the time, all sub-trees, that root at its children and hasgs le

thank + 1 levels, will cover all bits other than delegated bits 2) Real Topology: We obtain the real topology of CERNET,

of the root router. Thus when root router receives all ACKghich is a medium-scale IPv4 network with 110 routers and

and only checks the delegated bits, the covering tree cin sii3g |inks. We also obtain four real topologies (AS 1221, AS

cover all bits. B 1239, AS 3257, AS 6461) from Rocketfuel [19]. The details
We can distribute the delegated bits across routers bagggeal topologies are in Table IV.

on the extension of OSPF [23]. The protocol works in a \e set ingress-base filtering as a benchmark for comparison.
similar way with OSPF, that has to re-distribute the linketaoyr evaluation metric is the Min-max utilization (utilizan

database when topology changes. All control messages ¢gnshort) on all routers. The results are averaged by 100

be piggybacked in the extension of OSPF control messagggiependent and random experiments.

Thus our scheme will not increase the number of exchanged

messages between routers. B. Smulation Results

D. Discussions on some practical issues Fig. 4 shows the relation between utilization and network
Configuration Cost: Our scheme may raise concerns resize and compares Opt-Cover() with ingress-based filtering

garding additional configuration cost. We have designedVee set the number of routers to be 100 to 500. In Fig. 4, we see

light-weight protocol to distribute the covering schemedS that the utilization of Opt-Cover() decreases with netwside.

tion IV-C); so we need to maintain a blacklist on the borddfor example, when the network has 100 nodes, the utilization

router, and the configuration complexity is the same witls 39.65%, when the network has 500 nodes, the utilization

traditional mechanism. decreases to be 29.74%. This is because when the network

Topology and Filter Changes: Network paths are normally size increases, the path from ingress to egress router l@scom

stable (topology changes daily [13]). In the case where thlenger, thus more routers will share the load. Compared to

border router has to re-compute and distribute a new cayerimgress-based filtering, the utilization of Opt-Cover(nisich

scheme, it may introduce congestion for a short period aé timlower. The utilization of Opt-Cover() stays below 40%, on
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the contrary, the utilization of ingress-based filteringyst Cover() on AS6461 is the highest (35.78%).

around 155% (here, we do not put limit on router capacity, Note that we compute the average utilization based on
i.e., utilization can exceed 100%). Actually, the ingréssed multiple experiments. On average, our algorithm is much
filtering is insensitive to network topology, including nber better than ingress-based filtering. Although our alganith
of border routers, this is obvious because the ingress routeay not perform so well under some topologies, such as
takes all responsibility for filtering malicious traffic. topologies that ingress router is adjacent with some egress

Fig. 5 shows the relation between utilization and netwomrouters. However, we believe that there exists a wide rafige o
degree (links/(new router)). We see that the utilizatio®©pt- application for our mechanism.

Cover() increases with network degree, this is becausedtie p VI. A CASE STUDY
from ingress to egress becomes shorter when degree insreasé/Ve conduct a case study with the real topology information
However, considering the average degree of Internet is léds CERNET2. CERNET2 has two international exchange
than 3 (links/(new router)) [19][7], we believe that esgaint centers connecting to the foreign Internet, Beijing (CNGI-
benefits can be obtained from our mechanism. 61X) and Shanghai (CNGI-SHIX). We want to block malicious
In Fig. 6, we study the impact of number of border routeitgaffic between CNGI-61X and CNGI-SHIX along a pre-
on utilization. We see that the utilization of Opt-Cover(jefined path, i.e.{Beijing, Tianjin, Jinan, Hefei, Nanjing,
increases with the number of border routers. When there &@anghdgj. Each router has limited capacity, as shown in Fig. 9
20 border routers, the utilization reaches almost 50%. THi&e top bar), estimated based on performance data of suter
is because in Opt-Cover(), all paths from ingress to egresslraditional source filtering places the filters either injBej
routers have to cover the bits that should be checked, tursShanghai, and needs to check 128 bits (CERNET2 is an
more paths lead to more constraints on the optimal solutidRv6 network) in source addresses. The additional burden
However, according to [9], most networks have less than ®3ceeds the left capacity. And the maximum utilization asro
border routers, thus our conclusion is the same as Fig. 5. all routers reaches 160% when filters are place in Beijing.
Fig. 7 shows the utilization of Opt-Cover() and ingress- Fig. 9 (the bottom bar) shows the results computed by Opt-
based filtering under different topologies. The results afgover(). Out of 128 bits, the routers check at most 40 bits (on
similar with results on BRITE generated topologies. Under ahe router in Shanghai) in source addresses. The maximum
topologies, Opt-Cover() performs much better than ingresstilization is only 36.11%, on the router in Tianjin.
based filtering. And the performances of Opt-Cover() on Considering the control overheads, in Figure 10, we plot
different topologies are related to the size and degree tbe estimated number of re-computations, which will consum
topologies. For example, AS 6461 has only 128 nodes whitPU resources on routers and cause re-distribution of new
the degree of it is almost 3.0, thus the utilization of Optwptimal covering scheme (see Section IV-C), using the real



There can be many future studies. We will conduct more
comprehensive studies on the benefits that our mechanigm wil
bring, including speeding up lookup process and reducita) to
delay. Beside, we will study the potential damages froningtt
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Fig. 9: Capacity of each router, and number of additiona that

each router has to check in source addresses. (10]
10

data traces (topology changes during four months in 2010)
from CERNET2. The maximum number of re-computatiorEl]

malicious traffic penetrating into a network.
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