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Blockchain technology can be extensively applied in diverse services, ranging from online micro-payment, supply chain tracking, digital forensics, health-care record sharing to insurance payment. Extending the technology to the Internet of things (IoT), we can obtain a verifiable and traceable IoT network. Emerging research in IoT applications exploits blockchain technology to record transaction data, optimize current system performance or construct next-generation systems, which can provide additional security, automatic transaction management, decentralized platforms, and offline-to-online data verification, etc. In this paper, we conduct a systematic survey of the key components of IoT blockchain and examine a number of popular blockchain applications.

In particular, we first give an architecture overview of popular IoT-blockchain systems by analyzing their network structures and protocols. Then, we discuss variant consensus protocols for IoT blockchains, and make comparisons among different consensus algorithms. Finally, we analyze the traffic model for P2P and blockchain systems and provide several metrics. We also provide a suitable traffic model for IoT-blockchain systems to illustrate network traffic distribution.
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1 INTRODUCTION

Blockchain technology has the potential to become ubiquitous in financial services and industries. As the core mechanism of publicized cryptocurrencies, such as Bitcoin [Nakamoto 2008] and Ethereum [Wood 2014], blockchain has demonstrated its intrinsic characteristics, including decentralization, anonymity, and auditability. A large number of blockchain applications has been deployed. The worldwide estimated expenditure related to these applications will reach nearly $12 billion by 2020 [Linask 2018]. Apart from cryptocurrencies, blockchain can also be used in diverse applications, such as the Internet of Things (IoT).

IoT applications allow direct communications and interactions between devices over the Internet. Current IoT devices comprise smartphones, smart home appliances, vehicles, and indoor and outdoor sensors. Before 2020, the number of IoT devices will grow to 20 billion [Jackson 2018]. However, with the involvement of a huge number of devices, traditional IoT applications are facing challenges in many aspects, including data integrity, security, and robustness.

Blockchain provides a practical solution to address many of the limitations of traditional IoT applications. Blockchain can ensure IoT data integrity without a third party, while saving bandwidth and computational power of IoT Devices. Moreover, blockchain can provide a secure and scalable framework for an IoT network so that sensitive information can be delivered without a centralized server. Equipped with identification and authentication functions, blockchain can track sensor data measurements and transfer data among IoT peers without a central server. Furthermore, blockchain can reduce the operational cost of the IoT. By allowing smart devices to make automated micro-transactions, two parties can reach an agreement much faster and at a lower cost. A surge in numbers of applications combining blockchain and the IoT can be seen, with nearly 20% of IoT deployments adopting blockchain services by 2019 [Bieler 2018]. For example, IOTA [Sikorski et al. 2017], one of the world’s major cryptocurrencies, enables micropayment transactions between IoT devices.

However, it is still challenging to deploy IoT applications on blockchain systems. First, the architecture of an IoT-blockchain system needs to support an enormous number of IoT devices. Second, the consensus, a mechanism to ensure data integrity among peers in the blockchain, needs to be specifically designed for IoT blockchain due to the limited storage and the computing capability of IoT devices. Third, traffic modeling of a blockchain network is needed to realize high system performance in IoT blockchains. A deep understanding of a traffic model can reveal clues for optimizing communication processes and protocols.

Some previous work has discussed the integration of IoT and blockchain. In [Christidis and Devetsikiotis 2016], smart contracts of IoT blockchain are investigated and certain unsolved issues are pointed out. It concludes that the IoT-blockchain combinations can lead the way for new business models and applications. Marco et al. conduct a systematic literature review of 18 use cases of the blockchain and investigated system integrity, anonymity, and adaptability [Conoscenti et al. 2016]. Alfonso et al. categorize IoT blockchains into different domains and survey their challenges [Panarello et al. 2018]. A study of a smart home presents the efficiencies of the integration of blockchain with home devices [Dorri et al. 2017a].

Different from previous work that provides surveys of IoT networks [Da Xu et al. 2014; Whitmore et al. 2015] and blockchain systems [Zheng et al. 2018] separately, a survey of IoT applications using blockchain technology is presented in this paper. This paper also provides a survey of traffic analysis of IoT blockchain systems, which has not been done before. With a solid survey of many IoT blockchains, we are in a new position to present several key observations and propose new architecture and traffic models. Specifically, we delve into three critical aspects of IoT blockchain, i.e., architecture, consensus and traffic modeling.
To summarize, this paper makes the following contributions.

- We survey IoT-blockchain systems, and analyze their architectures. We also propose a general IoT-blockchain architecture.
- We make comparisons between current consensus algorithms and communication protocols, and show their strengths and shortcomings when applied in IoT blockchains.
- We analyze the current traffic models of P2P and blockchain systems. Moreover, we propose a traffic model of IoT-blockchain systems.

The rest of this article is structured as follows. Section II gives the background of blockchains and IoT systems. In Section III, we survey the architectures of IoT blockchains. The consensus mechanisms are discussed in Section IV. The traffic model analysis is presented in Section V.

2 BACKGROUND

2.1 Blockchain

2.1.1 Overview. As the name suggests, blockchain can be considered as blocks chained together. Since the advent of a novel type of cryptocurrency (e.g., Bitcoin), it is also referred to in public as digital ledgers. Blockchain is a comprehensively distributed architecture that emphasizes features such as data consistency, transparency, user privacy, resistance to retroactive alteration etc. Unlike other centralized systems, blockchain-based systems use a decentralized network, typically a peer-to-peer (P2P) network [Schollmeier 2001], to distribute data processing tasks to different nodes. By using a mechanism called consensus, information stored and data generated in each node can be synchronized.

In the traditional data sharing system, user information and privacy are often revealed, mishandled, stole, and accessed without authorization [Chen and Zhao 2012; Liu et al. 2018; Sun et al. 2018]. Blockchain technology improves data protection by eliminates the need for the central server. It uses the peer-to-peer network and consensus protocol to verify user data. No single node can act as a gatekeeper to control others’ data. Also, blockchain improves data ownership by allowing user owners to define who can access their files. It uses asymmetric cryptography to ensure the safety of user data. Moreover, the zero-knowledge proof [Ben-Sasson et al. 2013] is used in blockchain to provide advanced data privacy of data sharing in blockchain.

Blockchains can be mainly categorized as public and private blockchains [Zheng et al. 2017]. Public blockchains [Nakamoto 2008; Wood 2014] allow anyone to participate in the blockchain network. The participants help the public blockchain to verify transactions and provide truthful services. Public blockchains are commonly used for cryptocurrencies. Private blockchains [Brown et al. 2016; Pongnumkul et al. 2017] only allow authentic nodes to join the blockchain network. The owner of the private blockchain can modify and delete entities on the blockchain. Private blockchains have been proposed for various kinds of business applications. Consortium blockchains and permissioned blockchains are also categorized as private blockchains. In consortium blockchains [Kang et al. 2017; Li et al. 2017], every participant in the blockchain network is a member of the same group, company, or industry. Permissioned blockchains like Hyperledger Fabric [Cachin 2016], which give special authority to certain nodes, have been proposed for business use in many cases. Apart from this, there are Hybrid blockchains [Ateniese et al. 2018] that combine the benefits of public blockchains and private blockchains. They protect user data by a private blockchain manager and use the consensus of public nodes to validate transactions. Hybrid blockchains are commonly used in IoT system and supply chain for data protection and access control.

Apart from the differences in access permissions, the enabling components of blockchains, such as consensus algorithms and communication protocols, can also be different. For consensus algorithms, public blockchain system Bitcoin adopts Proof-of-Work (PoW) [Nakamoto 2008], while
other public blockchain systems, such as Peercoin and ShadowCash, choose Proof-of-Stake (PoS) [King and Nadal 2012]. Consensus algorithms, such as Byzantine Fault Tolerant (BFT) [Vukolić 2015], are usually used in permissioned blockchains. Many other algorithms, such as PoA, RBFT in consensus can also be found in different blockchains.

Gossip and Kademlia are two frequently used communication protocols chosen to support the message transfer in different nodes. Gossip, which is used in Bitcoin, mimics the spread of epidemic diseases by transmitting information to the whole network with every node communicating only with its neighbors. Kademlia, on the other hand, uses a distributed hashtable (DHT) to specify the network structure and the list of peers every node should communicate with.

2.1.2 Blockchain System Structure. The system structures of Bitcoin and Ethereum are representative of the public blockchains. The Bitcoin network has a hybrid network architecture containing supernodes and common nodes. The nodes in the network have four main functions: wallet, mining, block database, and network routing [Antonopoulos 2014]. Network routing is shared by all nodes. Other functions are specialized and different from node to node. Some nodes may contain only a part of these functions. The nodes that contain all functions are called core nodes.

Every node will participate in validating and broadcasting the transaction and block information, and discovering and maintaining a connection with other nodes. Nodes containing all of the transaction and block information are called full nodes. Other nodes, containing part of the block database information, are called light nodes. The wallet node is usually a PC or mobile application designed to manage users’ accounts and initiate transactions.

2.1.3 Applications. Commercially, blockchain has been proved to be a successful practice, such as the most famous blockchain system Bitcoin [Nakamoto 2008], which has revolutionized today’s digital trading system. With the underlying blockchain technology, there are also other applications in the financial field. For example, Alipay (HK) users can send money to the Philippine wallet Gcash using the blockchain technique [Chen 2018].

Many famous projects based on blockchains, including Ethereum [Wood 2014], Hyperledger [Androulaki et al. 2018] and IOTA [IOTA 2019], are under active development. Some advanced functions, such as smart contract provided by Ethereum [Wood 2014], have also contributed to accelerate the advent of large decentralized applications [Suryanarayana and Taylor 2004], such as decentralized medical claim systems [Ekblaw et al. 2016] and decentralized voting systems [Pilkington 2016]. Apart from its success in commerce, blockchain can also be used in lots of other fields, such as the Internet of Things (IoT).

2.2 IoT

2.2.1 Overview. With the boom in wireless technologies, Internet of Things applications have become more pervasive than ever before. The Internet of Things can be characterized as physical devices with network functions, computers, and items embedded with connectivity functions [Atzori et al. 2010]. Together with rapid advancements in software and hardware, IoT related technologies have already become indispensable in today’s society. While many IoT applications were initially designed for specialized use, most relevant technologies have been migrated and adapted for public use [Li et al. 2011a].

2.2.2 Applications. IoT applications can be found in many areas for different purposes. For example, a large number of electronics companies are designing devices for smart homes [Stojkoska and Trivodaliev 2017]. Xiaomi, a popular electronics company, has already released nearly 100 different electronic products for smart homes. The IoT is also used in smart cities to provide more convenience to the public [Zanella et al. 2014]. Shared bicycles and shared power banks are deployed in
many places, e.g., almost all first-tier cities in China. IoT technologies are also applied to public transportation. Electronic tickets (or E-tickets) can save passengers a great deal of time [Xie and Shugan 2001]. Mobile payments provide much more convenience, as an effective replacement for cash.

2.3 IoT Blockchain

2.3.1 Overview. IoT blockchains are blockchain systems that are customized and optimized to enable IoT applications. IoT applications have been developed and applied in many fields [Miorandi et al. 2012]. However, most of these applications are prone to problems, such as data leakage and systematic failure. To mitigate these problematic effects, blockchain can be used to provide higher security and stability for traditional IoT applications.

Despite the benefit that blockchain brings to traditional IoT applications, there are still many barriers in its actual implementation. The major problems come from the limitations of IoT devices. Issues such as task distribution, power consumption, and computational ability need to be taken into account before blockchain can be effectively applied in most IoT applications. To cope with these issues, many attempts to adopt blockchain in IoT applications have been seen in recent years [Bahga and Madisetti 2016; Huh et al. 2017; Sharma et al. 2017]. Although IoT blockchain applications are in many aspects far from mature, we are optimistic that blockchain can hopefully confer more capabilities and opportunities in the IoT world with an increase in real-world practices and studies on IoT blockchain.

2.3.2 Applications. Many IoT applications now adopt blockchain for various purposes [Bahga and Madisetti 2016; Huh et al. 2017; Sharma et al. 2017]. Generally, there are three major categories, including digital payment, smart contract service, and data storage.

Digital Payment Digital payment is the first and most widely used field for blockchain [Swan 2015]. While it initially works on a distributed network supported by mostly high performance machines, special optimization now supported by major blockchains such as Bitcoin and Ethereum is used for devices with trivial computation power, such as smartphones and pocket PCs. Instead of being assigned massive computational work, low-end devices usually work as light nodes, which do not keep the complete chain in their local storage or participate in the most power consuming processes, like mining. These features have made mobile payment with the blockchain technique much more accessible than before.

Smart Contract The smart contract serves as a mechanism to make blockchain systems flexible and scalable to cope with contract-related tasks [Christidis and Devetsikiotis 2016]. In a narrow sense, smart contracts are considered rules or agreements implemented in a program to automate transactions. Broadly speaking, smart contracts are viewed as general procedures to build automation systems and control IoT devices. Currently, many companies provide IoT solutions using a smart contract [Buterin et al. 2014]. For example, LeewayHertz [LeewayHertz 2019] is a company that provides solutions for IoT startups and enterprises using Ethereum smart contract. A drug supply chain network on blockchain is developed by TraceRx [TraceRx 2019]. Similar projects have been launched in companies like Techracers [Techracers 2019], Attores [Attores 2019], etc.

Data Storage Blockchain can be utilized as a distributed secure database in data storage applications. Project DokChain [DokChain 2019] provides a viable solution in healthcare improvement. It uses permissioned chain (Hyperledger Sawtooth) for protecting the privacy of customer’s data. Also, it uses blockchain as a distributed database to group financial and clinical data to simplify the treatment process. Factom [Factom 2019] is a company providing blockchain capabilities for traditional applications. It provides APIs to integrate data into its blockchain to ensure data integrity. The blockchain data storage also needs to consider the data authenticity when a user queries a
blockchain system. A middleware solution is given in [Peng et al. 2019] to ensure both the query efficiency and data authenticity.

2.3.3 Challenges. Despite the benefits of IoT blockchain, there are some challenges of adopting blockchain technology in IoT system [Atlam et al. 2018; Dorri et al. 2016; M.Padma et al. 2019; Ramachandran and Krishnamachari 2018; Reyna et al. 2018]. They can be summarized into two categories.

Resource Constraints

General blockchain requires high computational power, high bandwidth, and low delays. Most blockchain systems use Proof-of-Work (PoW) as their underlying consensus mechanism. However, the mining process in PoW requires huge computational power. Most IoT devices have simple hardware specifications and low processing power. It is not capable or time consuming for IoT devices to perform the mining tasks of blockchain.

Apart from this, blockchain needs to perform data encryption frequently. However, the encryption speed and time will be different because different IoT devices have different computational power. Moreover, other processes, consistency algorithms, and routine testing require huge processing power, which overloads the low power capacity of IoT devices.

Moreover, in blockchain, the transactions and blocks are not stored in a central server. But some nodes need to keep a copy of the full ledger in their storage. The size of the ledger will increase over time. However, the majority of IoT devices have low hardware storage capacity. Low power IoT devices only have 10KB to 100KB memory for storing data and memory [Bormann et al. 2014]. But blockchain requires massive storage for storing the entire chain. For example, Bitcoin needs over 200 GB of memory, Etherum requires over 1.5 T of memory. It is not capable of storing a copy of the full blockchain for IoT components.

Additionally, the consensus process in blockchain requires the exchange of information between nodes frequently to reach an agreement to maintain the correctness of blockchain and generate new blocks. This process requires high bandwidth and low network latency. However, IoT devices are always strict in a limited bandwidth.

Scalability

According to the blockchain trilemma by Vitalik Buterin, it is hard to achieve high scalability in a secure and fully decentralized blockchain network. However, the IoT system is expected to involve numerous IoT devices. Also, IoT devices always require to join and leave the network frequently in many application scenarios. For example, PBFT consensus mechanism is considered as a suitable protocol for IoT system. However, the PBFT algorithm can only work well in a fixed-size network, in which the network members cannot easily change. That is not scalable for the numerous IoT devices management.

2.4 Current Trend in IoT Blockchain Development

With the rapid growth of IoT and blockchain technology, the development trend of IoT blockchains also continues to change. The current trend is mainly reflected in four aspects: popularity, range of applications, development of underlying technology, and business models.

2.4.1 Popularity. In the past 10 years, the IoT and blockchain industries both grew rapidly [Whitmire et al. 2015; Zheng et al. 2017]. In the beginning, IoT was only applied in certain fields, such as manufacturing, logistics, and transportation. Then, more and more emerging industries became involved in the wave of IoT, such as smart homes, smart cities, and asset digitalization. A growing trend of research in related fields also indicates a growing interest in academia [Khan and Salah 2018; Kshetri 2017; Zheng et al. 2018]. Different kinds of consensus algorithms have been presented...
and structural improvements have been proposed for IoT blockchains [Samaniego and Deters 2016; Zhang and Wen 2017].

2.4.2 Range of Applications. IoT blockchain has also become more widely applied than ever before. The initial uses of blockchain have focused on decentralized currency systems [Gervais et al. 2014]. One of the most famous blockchain systems, Bitcoin, was first designed to create a decentralized currency system without any supervision. With the development of blockchain technologies, blockchain systems with more advanced features, such as smart contract in Ethereum, have enabled a wider variety of applications and services other than financial use. The integration of IoT into blockchain systems provides even more possibilities for applications. Logistics companies such as SF Express focus on using blockchain to implement asset tracking. Hardware and electric product companies, e.g. MI, will use blockchain to enhance the interaction between humans and IoT devices. Energy companies use blockchain to implement energy sharing and energy transaction business. IoT blockchains can also be deployed in the edge computing environment where IoT devices contain limited resources and a resource allocation strategy is proposed in [Huang et al. 2019].

2.4.3 Development of Underlying Technology. The rapid development of many underlying technologies also contributes to the rapid growth of IoT and blockchain. In view of the scale of IoT connectivity, with the development of communication technologies such as LoRa, NB-IoT [Sinha et al. 2017] and 5G [Andrews et al. 2014], communications using IoT devices in China has increased rapidly. By the end of June 2018, the number of Chinese Internet accesses reached 465 million, twice the amount of the previous year. To meet different blockchain application requirements, newly-proposed structures are equipped with optimization functions. For example, many new blockchain systems adopt fast consensus algorithms for quick transaction confirmation. Public chains like IOTA [Sikorski et al. 2017] and EOS [Kakushadze and Russo Jr 2018] solve the low transaction rate problem of traditional implementations. Private chains like Hyperledger [Cachin 2016] are more suitable for consortium business.

2.4.4 Business Models. Many companies are seeking ways to integrate blockchain techniques with their business models to enhance profits. For example, the E-Business company, JD [JDChain 2019], deploys a blockchain system to solve problems occurring in logistics and electronic invoices. There are also several start-up companies, such as Slock.it [sloct.it 2018], which use existing blockchain systems such as Ethereum to implement P2P business. In this way, IoT devices will connect to the current blockchain system and users can use smart contract to interact with these devices. However, the blockchain system performance may severely affect the supported business, e.g., how fast the consensus algorithm validates transactions, which deserves more attention when designing industrial applications.

3 ARCHITECTURE

This section presents the architecture of IoT, blockchain, and blockchain-based IoT. In addition, we investigate the current IoT blockchain applications, give a general architecture of IoT blockchain, and conduct several case studies.

3.1 IoT Network Architecture

The traditional IoT architectures are well discussed in previous work [Al-Fuqaha et al. 2015; Da Xu et al. 2014; Said and Masud 2013; Whitmore et al. 2015]. From the pool of proposed architectures, there are two types of IoT architecture: three-layer architecture [Al-Fuqaha et al. 2015; Khan et al. 2012; Said and Masud 2013; Wu et al. 2010; Yang et al. 2011] and five-layer architecture [Al-Fuqaha et al. 2015; Atzori et al. 2010; Chaqfeh and Mohamed 2012; Said and Masud 2013; Tan and Wang
The three-layer architecture, which is illustrated in Fig. 1 (a), comprises three basic layers.

**Physical layer:** The physical layer consists of a variety of IoT devices including sensors, RFID tags, NFC devices, and mobile phones. This layer is responsible for connecting different devices, exchanging messages, and gathering information to the upper layer.

The mobile phone is an integrated IoT device which includes many IoT elements, including camera, microphone, proximity sensor, ambient light sensor, accelerometer, gyroscope, magnetic field sensor, temperature sensor, RFID, and NFC. There are billions of mobile phone users generating massive data at every single moment around the world. Social network services and social applications rely on mobile phones. User information like messages, voices, photos, and location information is collected by mobile phones and uploaded onto social platforms.

Radio-Frequency Identification (RFID) is a wireless radio communication technology. RFID systems exchange data between RFID tags and RFID readers by electromagnetic fields. Each RFID tag contains a unique identifier, which allows RFID readers to distinguish it from others. The RFID technology is widely used in the indoor pedestrian localization, indoor object positioning, and commodity tracking in logistics systems. The IoT system employs the RFID technology for physical security, device management, and monitoring service.

Near Field Communication (NFC) is a communication protocol which allows devices to communicate within short ranges. NFC provides an easy communication channel and data sharing approach without the need to set up a network. Also, NFC technology can be utilized to connect unpowered objects, which provides a more flexible approach to accessing IoT devices around us. As a large amount of NFC-enabled devices are deployed, NFC technology is playing an essential role in the IoT world.

Other IoT hardware devices include various kinds of wireless sensors for environmental monitoring. A large wireless sensor network can consist of numerous wireless sensors. They work together to perform tasks like data collection, data monitoring, and data analysis in wide ranges. Common wireless sensors include infrared sensors, temperature sensors, ultrasonic sensors, pressure sensors, chemical sensors, and smoke sensors. They perform the environmental monitoring of light, temperature, sound pressure, food quality, and air quality.

**Network layer:** The network layer transfers information which collected or processed by IoT devices. Data is conveyed through diverse technologies such as 4G, 5G, RFID, WiFi, and Bluetooth. Specifically, the network layer connects edge nodes, hypervisors, and user applications.

**Application layer:** The application layer can be recognized as an abstraction of IoT services provided to users. A user can request different services through APIs. After receiving user requests, the application layer either processes the information locally or calls the underlying APIs to handle the requests.

With the rapid development of the IoT, many auxiliaries and business models have emerged. The rudimentary three-layer architecture model cannot provide a sufficiently accurate abstraction. Accordingly, a more concrete five-layer architecture is proposed to fulfill the description of IoT, which is exhibited in Fig. 1 (b).

In the proposed five-layer architecture, the physical layer is renamed the sensing layer, because of the widely-deployed sensors in IoT systems. In addition, the network layer was expanded to the network layer together with the middleware layer. The new network layer still undertakes the task of data transmission while the middleware layer is responsible for data processing, data storage, and service management.

**Middleware layer:** Since there are numerous heterogeneous devices in the lower layer of the IoT system. They may have different operating systems, query formats, and data formats. It is difficult for software developers to develop an integrated IoT application which is compatible
with all IoT devices. Middleware layer sits between IoT devices and IoT applications to handle the compatibility problem. It handles users’ requests and gives efficient responses. The functionalities provided by the middleware layer consist of primary message delivery, API management, data and service integration, and data formatting. Network companies like Cisco [Cisco IoT 2019], Huawei [HUAWEI IOT 2019], Oracle [Oracle IoT 2019], and Mulesoft [MuleSoft IoT 2019] offer IoT middlewares.

Moreover, the business layer was added to the top of application layer.

Business layer: As the IoT develops, the applications supported by an IoT system have increased dramatically, forming a complicated ecosystem. A single application layer cannot accurately describe it. Therefore, the business layer was proposed to represent a higher-level abstraction of the IoT ecosystem. It is responsible for the management of the entire IoT system. Also, the business layer builds business models, graphs, and performs data analysis.

Depended on the analysis results, the information provided in this layer offers guidance and recommendations to help system managers in decision-making and future development.

![IoT general architecture](image1.png)

![Five-layer architecture of blockchain](image2.png)

### 3.2 Blockchain Architecture

The architectures of blockchain have been broadly discussed in a previous work [Lin and Liao 2017; Swan 2015; Zheng et al. 2018]. We propose a five-layer architecture model, which summarizes previous discussions. This model is illustrated in Fig. 2.

The physical layer consists of various kinds of blockchain nodes. They interconnect with each other to form the blockchain network. In general, there are two types of nodes in blockchain. Full nodes and light nodes.

**Full nodes**: Full nodes keep a copy of the full blockchain in their storage. They participate in creating, verifying, and adding new blocks to blockchain. Accordingly, full nodes maintain the security, consensus, and data correctness on blockchain. Network participants require high hardware storage to become a full node. Some full nodes can be miners that contribute their computation power and resources to get a relative amount of reward. Miner completes a hash calculation and broadcasts his result to the blockchain network. Then, the result will be verified by others under a consensus protocol. Once the result is confirmed, the miner gets his reward.
Light nodes: Light nodes don’t require high hardware specifications. They don’t keep a copy of the full blockchain but just know the status of the last block. Light nodes obtain the blockchain information from full nodes.

The network layer provides reliable data delivery service. It allows the blockchain nodes to communicate with each other. In general, blockchain network is based on Peer to Peer (P2P) network. In the network, there are no central servers and central authority. Network participants reach an agreement to ensure the integrity and security of the network under a consensus protocol. Accordingly, blockchain achieves decentralization and avoid centralized vulnerabilities.

The consensus layer is responsible for ensuring the consistency of the stored data and incentivizes participants to find a new block. The consensus mechanism is the important part in blockchain to ensure data correctness and integrity. We discussed the consensus mechanisms in depth in Section IV.

The propagation layer consists of communication protocols that define the rules of how messages [Wen et al. 2014] and blocks [Decker and Wattenhofer 2013] are propagated in the network. Bitcoin and Hyperledger fabric adopt the Gossip as their communication protocol while Ethereum employs the Kademlia algorithm as the basis of its communication protocol.

Gossip protocol: Gossip protocol represents a kind of epidemic-like peer-to-peer communication method. In a gossip-based system, updates spread like an infectious disease and eventually infect nearly all nodes. Therefore, gossip protocol utilizes the terminology of epidemiology to denote different nodes types. A node which owns an update and is about to spread to others is called the "infective" node. In contrast, a node which waits to accept an update from others is denoted as the "susceptible" node. Specifically, a node that owns an update but is not going to spread it is called the "removed" node.

Gossip protocol has two different modes of propagation: anti-entropy and rumor-mongering. The anti-entropy method reduces the entropy of the system by eliminating the differences between distinct nodes and making the whole system orderly. Specifically, a node with an update periodically chooses one or several nodes at random and compares contents. If discrepancy of contents is found among the nodes, they will resolve the differences through data-pulling or data-pushing to get each one updated. Rumor-mongering adopts a different method. It merely propagates the updates to a random node on a regular basis. The whole system can achieve eventual consistency as time goes by.

The two modes of propagation require different types of nodes. In anti-entropy, only susceptible and infective nodes are needed. Therefore, anti-entropy is also recognized as the SI model or simple epidemics model. In contrast, rumor-mongering needs nodes of all the three types and is recognized as the SIR model or complex epidemics model.

Kademlia: Kademlia is an algorithm designed for decentralized peer-to-peer networks. It is used in Ethereum to optimize network routing and to help locate target nodes. In Kademlia, each node has its unique node ID. The Kademlia algorithm uses node ID to perform fast peer lookup and locate files or resources.

In the Kademlia network, each node is recognized as a leaf on a binary tree. The logical distance between two node IDs can be calculated by applying the XOR operation. The smaller result represents the closer logical distance between two nodes. The nodes with the longest common prefix (LCP) will share a subtree. K-buckets can be expressed as subtrees. The K in K-bucket refers to the maximum number of leaves in the subtree. The routing table in Kademlia stores information in a K-bucket list. Fig. 3 gives an example of the binary tree, routing table, and K-bucket in Kademlia.

The process of peer lookup in Kademlia is illustrated in Fig. 3. Assume the node 001 hopes to locate a target node 101 (find the IP address of node 101). The Kademlia algorithm will first calculate the logical distance of 001 and 101 by XOR operation and get operation result 100, which means
the largest common prefix of the IDs is 1. The algorithm will then try to find the target node from 2-bucket($K = 3 - 1 = 2$) in the routing table of peer 001. If the target node is found in 2-bucket, then this process finishes. If not, the algorithm will send a lookup request to 110 (The first record in 2-bucket). Then the lookup operation will be performed recursively until the target node 101 is found.

The application layer is responsible for implementing functions according to the application requirement. Blockchain applications have been widely used as cryptocurrency in financial markets. Also, there is a clear trend that blockchain applications will internationally adopt in health care, IoT, and supply chain shortly. We summarize and compare the consensus mechanism, performance in transaction per second, and releases date of representative blockchain applications in Table 1.

Fig. 3. Illustration of peer lookup in Kademlia.

Table 1. Summary of Blockchain Applications

<table>
<thead>
<tr>
<th>Blockchain Application</th>
<th>Consensus Mechanism</th>
<th>TPS (tx/sec)</th>
<th>Releases date</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bitcoin</td>
<td>PoW</td>
<td>7</td>
<td>Jan 2009</td>
</tr>
<tr>
<td>Litecoin</td>
<td>PoW</td>
<td>56</td>
<td>Oct 2011</td>
</tr>
<tr>
<td>Bitshares</td>
<td>DPoS</td>
<td>17</td>
<td>Jul 2014</td>
</tr>
<tr>
<td>NEO</td>
<td>DBFT</td>
<td>1000</td>
<td>Feb 2014</td>
</tr>
<tr>
<td>Ethereum</td>
<td>Pow/PoS</td>
<td>15</td>
<td>Jul 2015</td>
</tr>
<tr>
<td>Hashgraph</td>
<td>Hashgraph</td>
<td>10000</td>
<td>Jul 2017</td>
</tr>
<tr>
<td>Tangle</td>
<td>DAG</td>
<td>800</td>
<td>Apr 2018</td>
</tr>
<tr>
<td>Ripple</td>
<td>Ripple</td>
<td>1700</td>
<td>May 2018</td>
</tr>
<tr>
<td>EOS</td>
<td>DPoS</td>
<td>3000</td>
<td>Jun 2018</td>
</tr>
<tr>
<td>QTUM</td>
<td>PoS</td>
<td>70</td>
<td>Jul 2018</td>
</tr>
<tr>
<td>Futurepia</td>
<td>DDPoS</td>
<td>300000</td>
<td>Sep 2018</td>
</tr>
<tr>
<td>Casper</td>
<td>PoS</td>
<td>10000</td>
<td>Jan 2019</td>
</tr>
<tr>
<td>Monoxide</td>
<td>PoW with Chu-ko-nu Mining</td>
<td>15.6</td>
<td>Feb 2019</td>
</tr>
</tbody>
</table>
3.3 General IoT-Blockchain Architecture

After illustrating the typical architectures of IoT and blockchain, we conclude a five-layer general architecture of IoT-blockchain from the existing IoT blockchains. It is given in Fig. 4. The architecture of existing IoT blockchains are summarized in Table 3. This architecture combines the features of traditional IoT systems and blockchain systems. The physical layer of IoT blockchain is the same as the physical layer of IoT [Gubbi et al. 2013; Lee and Lee 2015]. It includes the sensors, smart home devices, RFID tags, mobile phones, and other IoT devices that related to the IoT-blockchain application. The network layer of IoT blockchain is similar to the network layer of the traditional blockchain layer. It is responsible for internetworking, routing, and multicasting between IoT devices [Jiang et al. 2016; Maymounkov and Mazieres 2002; Milojicic et al. 2002]. In our survey, the majority of IoT-blockchain applications are based on the P2P network. Few of them uses the commercial network. The blockchain layer represents the blockchain functions in IoT blockchain, such as consensus, data storage, and data sharing. It can be a specific blockchain platform, commercial blockchain, or public blockchain solution [Crosby et al. 2016; Nakamoto 2008; Wood 2014]. The middleware layer of IoT blockchain is different from the middleware layer of IoT. The main purpose of this layer is not data formatting or integration for heterogeneous IoT devices. But it responsible for blockchain management, blockchain service integration, and providing additional security service [Alphand et al. 2018; Bahga and Madisetti 2016; Huh et al. 2017]. The application layer of IoT-blockchain architecture is similar to IoT system and traditional blockchain architectures. It provides interactions, abstraction services, and API functions to users. In general, IoT-blockchain application is included as one of the blockchain application. Also, it can be known as an IoT application that implements blockchain technology [Dorri et al. 2017a; Huckle et al. 2016].

In this architecture, IoT devices are responsible for data generation. Blockchain can serve as a secure distributed database that safely keeps records and avoids malicious modification. Once a block is confirmed and added as a part of the blockchain, the transactions contained in the block as well as transactions in all previous blocks get tamper-proof. Additionally, all historical records can be easily retrieved without loss of information. The authorized user can browse all transactions and verify the authenticity of each transaction. For most applications, blockchain is used as an add-on storage technique. In addition, blockchain can support cryptocurrency and optimize digital trading in IoT systems.

3.4 Current IoT-Blockchain Applications and Their Architectures

IoT-blockchain applications are still at an early stage. However, the integration of IoT and blockchain is rapidly evolving and growing. We summarize and compare the service, blockchain, consensus, IoT devices, and company size of some typical IoT-blockchain application in Table 2. We also investigate and present the characteristics and architectures of the representative IoT-blockchain applications below. The architectures of these applications are similar to the general IoT-blockchain architecture that we proposed in Fig. 4. They are categorized into two types:

3.4.1 Specific Application. Specific application refers to the standalone software or system that used IoT and blockchain as an essential component in their commercial operations. The core layers of this category are the application layer and the physical layer. The IoT devices and the functions of the application define the nature of the IoT-blockchain application. The blockchain layer and the network layer are responsible for storage and communication. Some IoT-blockchain applications with a simple architecture do not include the middleware layer.

Dorri et al. introduce LSB blockchain structure that emphasizes the security and privacy in a smart home [Dorri et al. 2017b]. The architecture of LSB is shown in Table 3. Physical layer includes
various types of Smart Devices. High resource smart devices are responsible for managing a public blockchain to ensure user privacy and security. Low smart resource IoT devices are responsible for end-to-end communication and processing entering and outgoing requests. The smart devices are registered on the blockchain network. Middleware layer provides overlaid blockchain management that can reduce the management overhead of the blockchain. Smart home applications achieve home automation.

LO3 Energy [LO3 2018] introduces a P2P marketplace for solar energy. The architecture of LO3 is shown in Table 3. The physical layer of LO3 includes electrical grid and solar panels. They itemize their extra energy yield and upload it to blockchain through a low latency network. Exergy token system is used as a middleware to enhance the system performance and the efficiency of network participants’ authorization. The customer can purchase energy by commercial energy shopping applications.

"Slock.it" [Prisco 2016] is an existing IoT-blockchain application in the market. It operates with electronic locks that can unlock by an appropriate token. The client who wishes to sell their properties can set a price on an electronic lock. The customer can browse the goods and pay the requested amount in cryptocurrencies to unlock the lock. The architecture of "Slock.it" is shown in Table 3. It has a simple architecture that consists of distributed applications, Ethereum blockchain, commercial network, and electronic locks.

### 3.4.2 Application Platform as a Service

Application platform as a service refers to the support software that connects everything in an IoT-blockchain system. It integrates IoT devices and blockchain technique and provides a straightforward management platform for developers. It
facilitates communication, data flow, and device management. The core layer of this category is the middleware layer. The nature of middleware defines the functions of the platform service. In this category, the elements of the application layer and the physical layer are not specified. The blockchain layer and the network layer need to support the functions of the middleware. For example, allow data integrity check in the smart contract.

Sagirlar et al. propose a new IoT-blockchain platform "Hybrid-IoT" [Sagirlar et al. 2018]. The platform implements consensus based on PoW and BFT algorithms. The authors define sub-blockchains and inter-blockchains as the area structures of IoT-blockchain. Fig. 5 shows the architecture of hybrid-IoT. In the architecture, two PoW sub-blockchains are connected by a BFT inter-connector framework.

Bahga et al. introduce a platform for the industrial IoT (BPIIoT) [Bahga and Madisetti 2016]. This platform allows users develop applications (DApps) with the features of blockchain. Its architecture is shown in Table 3. In the platform, IoT devices need to register on blockchain network. Users can develop applications on single-board computers (SBC) to control and manage the blockchain network and IoT devices.

"JD.COM” e-business company publishes a blockchain platform "JD Blockchain Open Platform" [JD 2018] that focuses on providing IoT solutions with the blockchain technology. This blockchain platform provides blockchain gateway service, blockchain node service, and blockchain consensus network service. The architecture of JD Blockchain platform is shown in Table 3. The platform uses BFT-like consensus algorithm. Also, an authentication protocol is used to control the number of accesses to the blockchain network. The system has three kinds of peers: consensus peers, gateway peers, and IoT devices. Gateway peers function in the middleware layer to integrate inputs and protocols from lower layers.

Liu et al. [Liu et al. 2017] propose a framework to implement IoT data integrity and security based on a blockchain system. The authors describe critical components of the proposed decentralized data integrity service framework. The framework achieves full decentralization with a data integrity verification protocol. It provides reliable data integrity verification to the users in an IoT system without requiring a third-party auditor. The architecture of this framework is shown in Table 3. In the framework, the IoT device is responsible for generating data and writing data to Ethereum. The user can check the data integrity provided by data integrity service through a data user application.

Alphand et al. [Alphand et al. 2018] propose an architecture "IoTChain” which combines OSCAR architecture [Vučinić et al. 2015] and ACE authorization framework [Seitz et al. 2017]. In IoTChain, each registered user has an authorized token. It identifies the particular privilege of a set of resources. When a user wishes to access an object, the user needs to send a transaction with the required data to the smart contract address. Then the smart contract will generate an authorized token for the data user. This architecture uses blockchain instead of the centralized ACE authorization
Table 2. Comparison between IoT-Blockchain Applications

<table>
<thead>
<tr>
<th>IoT-Blockchain</th>
<th>Service</th>
<th>Blockchain</th>
<th>Consensus</th>
<th>IoT devices</th>
<th>Company size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filament [Filament 2018]</td>
<td>Transaction service to embedded IoT</td>
<td>Hardware-based Consortium Blockchain</td>
<td>PoW</td>
<td>Blocklet USB Enclave, Blocklet Chip</td>
<td>40 millions market cap</td>
</tr>
<tr>
<td>Xage [Xage 2018]</td>
<td>Security service</td>
<td>Fabric</td>
<td>Fabric consensus</td>
<td>Broker, Enforcement Point</td>
<td>300 millions market cap</td>
</tr>
<tr>
<td>UniquID [UniquID 2018]</td>
<td>Integrated service to IoT and blockchain</td>
<td>Litecoin</td>
<td>PoW</td>
<td>Sensors, Actuators, Appliances</td>
<td>Open source project</td>
</tr>
<tr>
<td>LeewayHertz [LeewayHertz 2019]</td>
<td>IoT-blockchain solutions</td>
<td>Public blockchain</td>
<td>PoW</td>
<td>Robotic Audio devices</td>
<td>More than 10 years in operations</td>
</tr>
<tr>
<td>Atonomi [Atonomi 2019]</td>
<td>IoT-blockchain solutions</td>
<td>Atonomi</td>
<td>Atonomi consensus</td>
<td>Smart devices, Smart home</td>
<td>Leading provider of IoT data security</td>
</tr>
<tr>
<td>Block.it [Block.it 2018]</td>
<td>Commission shop</td>
<td>Ethereum</td>
<td>PoW</td>
<td>Electronic lock</td>
<td>1.5 millions in revenue annually</td>
</tr>
<tr>
<td>JD.com [JDChain 2019]</td>
<td>Blockchain platform</td>
<td>BFT blockchain</td>
<td>BFT</td>
<td>IoT devices</td>
<td>1.7 trillions market cap</td>
</tr>
</tbody>
</table>

Table 3. Summary of IoT-Blockchain Architectures

<table>
<thead>
<tr>
<th>IoT Blockchain</th>
<th>Application Layer</th>
<th>Middleware Layer</th>
<th>Blockchain Layer</th>
<th>Network Layer</th>
<th>Physical Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smart home</td>
<td>Smart home application</td>
<td>Overlay blockchain management</td>
<td>Commercial blockchain</td>
<td>P2P network</td>
<td>Smart device</td>
</tr>
<tr>
<td>LO3 Energy</td>
<td>Energy shopping application</td>
<td>Exergy token system</td>
<td>Public blockchain solution</td>
<td>low latency network</td>
<td>Grid Edge, Solar plane</td>
</tr>
<tr>
<td>Block.it</td>
<td>DApp</td>
<td>None</td>
<td>Ethereum</td>
<td>Commercial network</td>
<td>Electronic locks</td>
</tr>
<tr>
<td>Hybrid-IoT</td>
<td>IoT application</td>
<td>Hybrid-IoT platform</td>
<td>PoW blockchain, BFT blockchain</td>
<td>P2P network</td>
<td>Full peer, Light peer, Sensor</td>
</tr>
<tr>
<td>BPIIoT</td>
<td>Manufacturing DApps</td>
<td>Single-board computers</td>
<td>Blockchain network bridge</td>
<td>P2P network</td>
<td>Industrial IoT device</td>
</tr>
<tr>
<td>JD.COM</td>
<td>JD.com</td>
<td>Blockchain gateway service</td>
<td>BFT blockchain</td>
<td>P2P network</td>
<td>IoT devices</td>
</tr>
<tr>
<td>IoT data Service Framework</td>
<td>Data user application</td>
<td>Data integrity service framework</td>
<td>Ethereum</td>
<td>P2P network</td>
<td>IoT devices</td>
</tr>
<tr>
<td>IoTChain</td>
<td>Authorized access</td>
<td>OSCAR, ACE framework</td>
<td>Ethereum</td>
<td>Commercial network</td>
<td>IoT devices</td>
</tr>
</tbody>
</table>

The architecture of IoTChain is shown in Table 3. In this architecture, the IoT device is responsible for data generation. The data owner is responsible for uploading the data to blockchain. The OSCAR architecture and ACE authorization framework are responsible for ensuring the safety of user data.

4 CONSENSUS

The consensus mechanism helps multiple participants in a network to reach a necessary agreement. Consensus mechanisms should be fault-tolerant in providing reliable services. In the decentralized environment of blockchain, a consensus mechanism is a set of rules that hinges on the contributions of multiple participants to collectively maintain a synchronized state. A superior consensus mechanism should achieve validity and consistency to function appropriately, while efficiency and cost-effectiveness need to be maintained to ensure high performance.

4.1 Common Consensus Mechanisms

In the blockchain, a consensus mechanism is necessary to provide truthful services among participants without mutual trust. To keep locally stored ledgers consistent with others, various consensus mechanisms are implemented for different scenarios. We divide them into four categories based on their implementations.

4.1.1 Byzantine Fault Tolerance Series. Byzantine Fault Tolerance (BFT) [Driscoll et al. 2003] is a solution to solve the problem of reaching agreement in a system where processors can fail in an arbitrary manner, named Byzantine General Problem [Lamport et al. 1982]. BFT is a replica-based
approach that exploits communications between replicas to achieve an agreement on request without restrictions or presumptions.

The Practical Byzantine Fault Tolerance (PBFT) [Castro et al. 1999] is based on the BFT mechanism. It improves system performance by reducing the complexity of Classic Byzantine General Problem to polynomial level and enabling it to function correctly in asynchronous systems [Castro et al. 1999]. PBFT network should consist of at minimum $3f + 1$ nodes in order to tolerate $f$ defective nodes. In a blockchain system, it requires $2f + 1$ nodes to gain the consensus of the block of transactions.

HQ replication [Cowling et al. 2006] is a protocol that optimized the PBFT. It reduces the amount of information disseminated, making PBFT more efficient. HQ replication does not fundamentally change the structure of PBFT, mainly in the case where the client does not become involved in a competition when sending a request. It classifies the operations as read and writes. Requests from clients are normally write operations. In process of write, it is divided into two phases: Phase 1, the client first sends write request to a node, collecting the status information of the server at the same time. If $2f + 1$ nodes are in the same state and agree to execute the client’s request, the client initiates the second phase, phase 2, causing the node to execute the client request; otherwise, it means the request encounters the competition. In this case, nodes will execute PBFT to reach a consensus, then the leader node will finally determine the execution order of the request.

Specular Byzantine Fault Tolerance protocol (SBFT) is also a vital part of BFT protocols. A typical SBFT protocol is introduced in Zyzzyva [Kotla et al. 2007], which significantly improves PBFT efficiency. The main idea is that nodes in a Byzantine system are in a normal state most of the time. Thus, clients need not wait for each request to be executed after consistency is reached. After receiving client’s request, a node will not perform the costly pairwise interaction as in the PBFT, but instead directly executes the client’s request. Nodes are only supposed to gain consistency when an error occurs. In this case, the response time to a request will be greatly accelerated.

Robust Byzantine Fault Tolerance protocol (RBFT) [Corp 2019] is actually a series of protocols that strengthen the robustness of traditional PBFT. In other BFT protocols mentioned above, researchers try to enhance the efficiency of the BFT system under normal circumstances. Therefore, when a Byzantine fault is encountered, the performance of such protocols decreases dramatically. It is even difficult to ensure the liveness of the system as a whole. Through improvement of the PBFT algorithm, RBFT ensures that the system performance roughly the same in the best or worst case conditions, thus providing a truly practical BFT.

However, the BFT series consensus protocol still have some problems. For example, most BFT-based blockchain systems are permissioned blockchain so that people cannot dynamically join or exit a blockchain system. Accordingly, it is difficult to deploy a permissionless BFT blockchain system.

4.1.2 Proof-of-Somethings (PoX) Series. We use Proof-of-Somethings to represent a series of consensus protocols that achieve consensus by demanding the devotion of computational resources from every node in the entire network. Compared with the BFT protocol and its variations, PoX algorithms adopt specific probabilistic mechanisms that do not require full information about the node operations in the system. It is based on the assumption that there are always more benign nodes than malicious nodes in the network. This means that compared with malicious nodes, benign nodes always have more resources. Because PoX algorithms need not require all the information from participant nodes, systems using PoX set no limits for nodes to join or exit.

Proof-of-work (PoW) was proposed by Nakamoto et al. in 2008 [Nakamoto 2008]. It was initially designed to reduce jam emails and then employed by the Bitcoin. In Bitcoin, the PoW consensus protocol requires nodes to solve a computationally complicated math puzzle. The mathematical problem serves as a means to verify the validity of blocks on the network before accepting it.
Solving this puzzle requires a large amount of computational power for every node. It acts as a mandatory regulation for every node to obey, thus building trust among all nodes. The blocks chained using PoW also become extremely resistant to tampering, because of the extremely high computational cost it requires. However, a blockchain system running PoW may also be attacked in the mining process where an attacker can get more profit by launching mining attacks and bribery attacks [Gao et al. 2019]. A refined version of PoW is introduced in [Dwork and Naor 1992], which proposes a probabilistic solution to the Byzantine General Problem. It also ensures the stability of blockchain systems in environments with a large number of untrusted nodes.

Proof-of-Stake (PoS) [Kiayias et al. 2017] relies on a hypothesis that users holding more currency are more incentivized to ensure the reliability of the system, and is less likely to play as malicious nodes. For pure PoS [Azima 2018], users holding more coins over a long period have a higher possibility of being selected by the system to generate the next block. In DPoS [Larimer 2014], people will elect several super nodes according to the amount of currency of each node. News blocks will be generated by the selected super nodes. This approach decreases the decentralization of the blockchain system so that it requires new nodes trust these super nodes.

Proof-of-Capacity (PoC) [Dziembowski et al. 2015], also called Proof-of-Space (PoSpace), exploits the idle space in local computers’ disk for mining. PoC is similar to the PoW consensus protocol, except that instead of devoting computation resource, space in disks is utilized. In PoC, all the nodes store the solutions for a series of computation puzzles, which are hard to find but easy to verify. If a node has a calculation method on its disk, which is the fastest solution corresponding to the puzzle in the latest block, this node will have the right to issue a new block and get the mining rewards. One well-known application of the PoC consensus protocol is InterPlanetary File System (IPFS) [IPFS 2019], a peer-to-peer file system based on the distributed hash table. IPFS provides an incentive system with the built-in cryptocurrency FileCoin, which can be mined by PoC consensus protocol. In the IPFS, all the files are given a unique fingerprint, which is a cryptographic hash. Each network node only stores the content that it is interested in. A user, who wants to find a file, needs to find the nodes that are storing the required files.

The Proof-of-Authority (PoA) [Naumoff 2016] consensus protocol was proposed to relieve the requirement of computational power or amount of coins. Instead, POA introduces a new concept called authority. Different from PoW and PoS, only nodes with authority are allowed to generate new blocks in systems using PoA and thus ensuring the security of the whole chain. It is more flexible with less computational overhead compared with other PoX when applied to private systems.

Proof-of-Importance (PoI) [NEM 2018] is a consensus mechanism developed to determine which network participants are eligible to add a block to the blockchain. Each account will be evaluated and given an importance mark. The importance depends on the account’s transaction amount, transaction partner number and vested stake. According to the importance score, you can not only get the corresponding reward, but also do not need to use any computing resources of your computer, even when you are offline.

Proof-of-Burn (PoB) [Frankenfield 2018] is a consensus protocol that miners should show proof that they have burned some coins, which is sent these coins to some unspendable addresses. The amount of these destroyed coins determines the probability of a miner to issue a new block. This consensus protocol does not need massive useless computation so that it is environmental.

4.1.3 DAG Series. Directed Acyclic Graph (DAG) [Benčić and Žarko 2018] was proposed [Lerner 2015] to improve the parallelism of traditional single-chain blockchain system. DAG employs the directed graph data structure to connect blocks, and its related consensus mechanism is distinct from others. Each transaction will be linked with the previous two transaction records. In this case,
the legality of the current transaction can be proven by referencing previous transactions. In this
day, the legality of all transactions can be confirmed.

Compared with other PoX consensus protocols, DAG only cares about countable linked transac-
tions. In addition, it is more than simple PoX consensus protocol. Considering the mining process,
DAG employs the PoW to mine a new block. However, DAG blocks are not chained in a linked
list but a tree. Each node only checks the legitimacy of transactions it is associated with. This
mechanism enhances the efficiency and availability with a sacrifice in partition tolerance. Byteball
[Churyumov 2016] introduces a decentralized system that adopts DAG as a consensus mechanism.
In this system, everyone is allowed to add new data into the database by paying a fee proportional
to the data size. Next nodes will confirm the previous data by including their hash into current
data. Moreover, the previous node will receive confirmations from the next nodes.

4.1.4 Ripple Series. There are two kinds of nodes in the Ripple network [Pilkington 2016]: server
node and client node. A Ripple server maintains a Unique Node List (UNL) for the consensus
process, then votes on the authenticity of transactions. If the consensus agreements are more than
80%, then all transactions that recognized legal are included into the blockchain. Then the ledger is
closed as a new last-closed ledger. In contrast to those PBFS nodes that need to query all nodes in
the network, a server in Ripple only queries a minimum percentage of 80% of its UNL.

4.2 Comparison between Consensus Mechanisms

We summarize the characteristics of some widely-deployed consensus mechanisms [Baliga 2017;
Castro et al. 1999; Chalaemwongwan and Kurutach 2018; Cowling et al. 2006; Dziembowski et al.
2015; Frankenfield 2018; King and Nadal 2012; Kozak 2018; Lerner 2015; NEM 2018; Salimitari and
Chatterjee 2018; Zheng et al. 2017] in Table 4, where we compare the blockchain type, throughput,
system scalability, transaction finality, tolerated power of adversary, advantage, disadvantage,
vulnerability, and example of use. From the table, we can see that the consensus mechanism of PoS,
DAG and Ripple have high transaction speed and system scalability. PoS has the best tolerated
power of adversary. However, the tolerated power of DAG will be higher in practice, because there
are coordinator nodes in the system.

In a small scale network, BFT consensus mechanism can provide high throughput and security.
The performance of BFT drops as the number of nodes grows, because of the additional communi-
cation cost between the new and existing nodes. Additionally, BFT has advantages of extensibility
that it can combine with various kinds of improvement algorithms to meet specific needs.

PoX mechanism is suitable for the public chain because the requirement of computational power
or currency is useful in preventing denial of service attacks, service abuse and making the chain
more secure and reliable. However, PoX also suffers from inefficiency and high computational
overhead.

DAG is a new trend in blockchain systems, because it can achieve a high throughput of BFT-like
consensus under the premise of obtaining the flexibility of the PoX series algorithm. It combines the
advantages of BFT and PoX such as high efficiency, low computational overhead, and high through-
put. However, the application of DAG is not mature. More research is required to substantiate its
practical value.

Different consensus protocols have different advantages, disadvantages, performance, and secu-
ritry levels. In this way, different consensus protocols are applicable to different scenarios. Consensus
protocol such as PoW has high security levels and so can be deployed in public blockchain systems.
In addition, consensus protocol such as PBFT, which can achieve a high throughput, can only
be deployed in the permissioned blockchain systems since the limitation of its participant nodes.
Therefore, we provide a thorough comparison between different consensus protocols.
The BFT series consensus protocols can only be deployed in the permissioned blockchain system so that it cannot be directly applied to the public chain. However, the BFT series consensus protocols can achieve a high throughput compared to some other public chain consensus protocols such as the Proof-of-Work (PoW) protocol.

The PoX series consensus protocols can be applied to the public chain. However, it cannot meet the commercial usage performance demand. Moreover, most PoX series consensus protocols are probabilistic so that the fork problem exists. However, a deterministic consensus protocol can alleviate the blockchain system from the fork problem.

As to the performance, even with the same consensus protocol, slightly changing some parameters may result in different performance. Accordingly, we talk about the performance of some specific consensus protocols. The classical Nakamoto consensus could provide a 7 tx/s processing rate. In Ethereum, the speed is 15 tx/s. As to the PoS protocol, Ouroboros system’s throughput can reach 256 tx/s while Snow-White can reach 110 tx/s. Moreover, in some hybrid consensus protocols, Algorand can provide a 90 tx/s transaction processing rate. The Hyperledger can reach 110 tx/s speed.

Considering the security levels of these protocols, most protocols do not provide a formal security analysis of their protocols. This is because most of the agreements are just engineering implementations rather than theoretical constructs. Specifically, Ouroboros provides a formal security analysis and proves their protocol is secure and can reach a $\delta$-Nash Equilibrium.

These consensus mechanisms also have some limitations. For example, the usage of PoW, DAG, and PoC is limited by the total amount of computing power/space in the system, which means that a system without enough computation/storage resource is vulnerable to 51% attack. As to the BFT and PBFT, they can provide a high-throughput service for a few nodes. However, when the number of nodes increases, it is hard to maintain the transaction processing rate because of the heavy communication overhead. For PoS consensus protocol, there are situations where rich people are getting richer, and poor people are getting poorer. This is because rich people have a greater chance of releasing a new block, which in turn will bring them more benefits. Therefore, the PoS consensus protocol needs a sustainable incentive mechanism, which can alleviate the PoS protocol from centralization.

4.3 Consensus Characteristic in IoT Blockchain

In Table 2, the majority of IoT-blockchain application use PoW as their consensus mechanism. However, in considering the compatibility between the limitations of IoT devices and consensus mechanisms, PoW and the above common consensus mechanisms, which are the backbone for reaching the global consensus, may not be perfect. Because the IoT devices have limited computing capability, energy, and storage capacity, at the same time, the proof of work in the decentralized

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Throughput</th>
<th>Scalability</th>
<th>Finality</th>
<th>Adversary Tolerance</th>
<th>Advantage</th>
<th>Disadvantage</th>
<th>Vulnerability</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>BFT</td>
<td>Permissioned</td>
<td>High</td>
<td>Low</td>
<td>Deterministic</td>
<td>33% Replicas</td>
<td>Low Transaction Cost</td>
<td>Instant Block Finality</td>
<td>Communication Overhead Centralization</td>
<td>33% Attack</td>
</tr>
<tr>
<td>PBFT</td>
<td>Permissioned</td>
<td>High</td>
<td>Low</td>
<td>Deterministic</td>
<td>33.3% Faulty Replicas</td>
<td>High Throughput Instant Block Finality</td>
<td>Communication Overhead Centralization</td>
<td>33% Attack</td>
<td>Hyperledger</td>
</tr>
<tr>
<td>PoW</td>
<td>Permissionless</td>
<td>Low</td>
<td>Low</td>
<td>Probabilistic</td>
<td>50% Computing Power</td>
<td>Free to Join Adaptive Consensus</td>
<td>Low Throughput</td>
<td>Waste Energy</td>
<td>Bitcoin</td>
</tr>
<tr>
<td>PoS</td>
<td>Permissionless</td>
<td>Low</td>
<td>Low</td>
<td>Probabilistic</td>
<td>50% Stake</td>
<td>33.3% Faulty Replicas</td>
<td>High Throughput Instant Block Finality</td>
<td>Communication Overhead</td>
<td>33% Attack</td>
</tr>
<tr>
<td>PoI</td>
<td>Permissionless</td>
<td>Low</td>
<td>Low</td>
<td>Probabilistic</td>
<td>50% Space</td>
<td>50% of Online Stake</td>
<td>Low Throughput</td>
<td>Waste Disk Space</td>
<td>33% Attack</td>
</tr>
<tr>
<td>PoA</td>
<td>Permissionless</td>
<td>Low</td>
<td>High</td>
<td>Probabilistic</td>
<td>50% of Online Stake</td>
<td>Energy Efficient</td>
<td>Trust Requirement</td>
<td>Single Point Failure</td>
<td>Decred</td>
</tr>
<tr>
<td>PoB</td>
<td>Permissionless</td>
<td>Low</td>
<td>Low</td>
<td>Probabilistic</td>
<td>50% Coins</td>
<td>50% Space</td>
<td>Low Throughput</td>
<td>Waste Disk Space</td>
<td>33% Attack</td>
</tr>
<tr>
<td>DAG</td>
<td>Permissioned</td>
<td>High</td>
<td>High</td>
<td>Probabilistic</td>
<td>33.3% Computing Power</td>
<td>High Throughput Instant Block Finality</td>
<td>Communication Overhead Centralization</td>
<td>33% Attack</td>
<td>IOTA</td>
</tr>
<tr>
<td>Ripple</td>
<td>Permissionless</td>
<td>High</td>
<td>High</td>
<td>Deterministic</td>
<td>20% Faulty Nodes</td>
<td>20% Faulty Nodes</td>
<td>Trust Requirement</td>
<td>Single Point Failure</td>
<td>Ripple</td>
</tr>
</tbody>
</table>

Table 4. Comparison between consensus protocols
network must be done to achieve validity and consistency. A suitable consensus mechanism for IoT blockchain should achieve a balance between energy consumption, system performance, and security. We summarize the characteristics of IoT blockchain as high energy efficiency and lightweight consensus mechanism.

4.3.1 High Energy Efficiency. IoT blockchain needs to execute a consensus process efficiently. Considering the limitations in storage and computing capability of IoT devices, light clients or no miners are adopted for IoT blockchain. IOTA adopts DAG consensus: Each node in the network who wants to generate transactions must actively participate in consensus process by approving two previous transactions. Moreover, there are no miners in IOTA, which is more energy efficient.

Ambrosus [Ambrosus 2019] uses IoT sensors to collect client supply chain data, which is then authenticated by Proof-of-Authority (PoA) consensus protocol. This protocol confers authentication capabilities to the most trusted and high-integrity master nodes.

Helium [Haleem et al. 2018] adopts Honey Badger BFT which offers a perfect balance between compromise and results. First, there are no timing assumptions: Honey Badger BFT assumes that messages in a network eventually get delivered, which is usually an issue in a network. Second, there is censorship resistance, which means that players cannot pick and choose whom to support so that they can always win. In mining terms, it implies that miners cannot look into transactions before they are published. Third, it is a permissionless consensus, so that anyone can join the network.

4.3.2 Lightweight Mechanism. Atonomi [Atonomi 2019] partially adopts Ethereum network, even though its transaction processing might become costly or speed-prohibitive. Adopting Ethereum as its network means that Atonomi can use the well-deployed features of Ethereum immediately. To maintain a healthy ecosystem, Atonomi can evaluate migration or simultaneous use of alternative blockchain technologies for these transactions.

IoT Chain (ITC) [Database 2018] combines several technologies, such as Verifiable Virtual Routing Forwarding (VRF), Practical Byzantine Fault Tolerance (PBFT), Directed Acyclic Graph (DAG), and Simplified Payment Verification (SPV), to build a light operating system based on the blockchain. The data in IoT Chain are stored in different node. To provide a high transaction processing rate, ITC employs a hybrid consensus mechanism, PBFT and DAG. Specifically, the PBFT works for the main chain and DAG works for the side chains.

Waltonchain [WaltonChain 2018] aims to provide a blockchain-based complete data exchange and absolute information transparency for IoT. It adopts a parent-child chain architecture. Its consensus mechanism is called WPoC (Waltonchain Proof of Contribution), which combines PoW, PoS, and PoL (Proof-of-Labor). The parent chain uses the combination of PoW and PoS while the data exchange between parent and child chains are processed by master node using the PoL.

Blockcloud [Ming et al. 2018] proposes a service-centric blockchain architecture to empower IoT. It also designs a new consensus protocol called proof-of-service to provide decentralized trust and security service. Proof-of-service is a hybrid consensus protocol, which combines the advantages of both permissioned- and permissionless- protocol. It relies on the permissionless protocol to achieve a Byzantine agreement and uses the permissioned protocol to improve the performance.

5 TRAFFIC MODEL OF IOT BLOCKCHAIN
In this section, we summarize traffic models of existing distributed systems, and provide our analysis and traffic models of IoT blockchains.
5.1 Current Traffic Models

Traffic modeling work has been carried out from the Internet [Wu et al. 2018; Zhang et al. 2015, 2012, 2013] to IoT networks [Al-Turjman 2018; Al-Turjman et al. 2017; Masek et al. 2016]. In the existing work of blockchain traffic models, the majority are based on peer-to-peer (P2P) traffic models since the message exchange, message validation, and transaction process of blockchain are all handled by peer nodes as in a P2P network. We will first summarize the existing work on P2P traffic modeling and then illustrate the related work of blockchain traffic modeling.

5.1.1 P2P Network Modeling. A peer-to-peer (P2P) network consists of connected devices that share resources between each others without centralized management. BitTorrent is a popular application based on the P2P network. Qiu et al. [Qiu and Srikant 2004] introduce a fluid model to analyze the performance of the BitTorrent system. The modeling results give insight into how network performance is affected by different parameters. Kazaa is another famous P2P application. Gummadi et al. [Gummadi et al. 2003] analyze Kazaa P2P file-sharing traffic in order to investigate the nature of file-sharing workloads. Hefeeda et al. [Hefeeda and Saleh 2008] carry out an eight-months traffic measurement to study the cache-related P2P traffic characteristics. The results show that the traffic pattern of a P2P network follows a Mandelbrot-Zipf distribution. The distribution shows the probability $p(i)$ of a user accessing a resource at a popular order $i$ out of $N$ accessible resources is:

$$p(i) = \frac{K}{(i + q)^\alpha},$$

where $K = 1/(\sum_{i=1}^{N} 1/(i + q)^\alpha)$, with plateau factor $q$ and skewness factor $\alpha$. $q$ defines the degree of smoothing of the distribution head. The smoothed distribution head represents the most desired resources. These objects have characteristic of immutable and large file size, and they are suitable for storing in the cache. When $q = 0$, the probability will follow a Zipf-like distribution with the skewness factor $\alpha$.

In addition, Li et al. [Li et al. 2011b] establish a P2P network traffic recognition model based on the multi-dimensional support vector machine (MSVM). The model uses the MSVM as a classifier to identify P2P traffic and Non-P2P traffic, and conduct feature extraction, data processing, and MSVM training.

5.1.2 Blockchain Related Traffic Modeling. With the enormous growth in the field of blockchain technology, there are different communication models. They have different traffic models and vary in terms of algorithm, processing power, time and storage approach. We categorize them into three types: Gossip protocol, Kademlia algorithm and Direct Acyclic Graph (DAG).

Gossip protocol

Gossip is a widely used protocol designed for P2P communications in distributed systems including a large portion of current blockchain systems. In the gossip protocol, every IoT device always chooses one or several random targets in each round before sending messages (namely gossips). Eventually, all IoT devices receive the gossip twice in a round of data transmission. This ensures data integrity even when the message sent is corrupted (by comparing the two received messages). Therefore, the gossip protocol can serve as a robust and reliable message delivery mechanism for general IoT systems.

However, the performance of gossip protocol suffers from the large message overhead in the communication process. Fraigniaud et al. [Fraigniaud and Giakkoupis 2010] infer that when message size is $\rho$, the time complexity of gossip protocol is $O(\log n)$ and the message bit complexity of it is $\Omega(n(\rho + \log(\log n)))$. Jenkins et al. [Jenkins et al. 2001] show that gossip overhead rises considerably
as the number of nodes in the network grows. For the \( p^{th} \) node \( N_p \) with infectivity \( I(N_p) \) and susceptibility \( S(N_p) \) in a subgroup \( g \), the expected number of messages sent from \( N_p \) to the subgroup \( g \) in a round is:

\[
\sum_{N_p \in g} I(N_p)(\sum_{N_q} S(N_q)).
\]

(2)

And the expected numbers of messages received by \( N_p \) from the subgroup \( g \) in a round is

\[
\sum_{N_p \in g} S(N_p)(\sum_{N_q} I(N_q)).
\]

(3)

**Kademlia algorithm** In Kademlia, every node is assigned a random and unique ID before joining the network. Each ID consists of only either 1 or 0 and has a fixed length. Kademlia uses IDs to calculates the logical distances between any two IoT devices by applying exclusive or (XOR) operation on node IDs. Every node owns a random neighbor list, in which the IDs of nodes are grouped into K-buckets based on the common prefixes. The K-buckets only stores the active nodes or records. Compared with other methods (such as gossip), the approach used by Kademlia largely reduces the computational overhead. For instance, when one node wishes to communicate with other nodes, the message will only be relayed no more than \( n \) times to reach the target node in a network with \( 2^n \) nodes. Maymounkov *et al.* [Maymounkov and Mazieres 2002] summarize that Kademlia only requires to exchange information with \( O(\log n) \) nodes during a search in a network of \( n \) nodes. Cai *et al.* [Cai and Devroye 2013] give a mathematical proof to support this conclusion. Consider a Kademlia network of \( n \) nodes with IDs from \( x_1, ..., x_n \) and all IDs have the same length \( d \). For a node \( x \in x_1, ..., x_n \), let \( D_i(x) \) be the set of nodes that share the same prefix with \( x \) with prefix length \( d - i \). The \( i^{th} \) bucket of this node contains \( k \) IDs randomly selected from \( D_i(x) \). In other words, filling \( i - th \) bucket of node \( x \) can be considered to be adding pointers from the leaf \( x \) to \( k \) leaves chosen randomly from \( D_i(x) \). Let \( T_{x,y} \) be the number of attempts needed by Kademlia to search from leaf \( x \) to target ID \( y \). Assume that \( x_1, ..., x_n \) are chosen deterministically from \( \{0, 1\}^d \). It can be proved that

\[
\sup_{x_1,...,x_n} \sup_{x \in \{x_1, ..., x_n\}} \sup_{y \in \{0,1\}^d} \mathbb{E}[T_{x,y}] \leq (1 + o(1)) \frac{\log n}{H_k}.
\]

(4)

In Eq.4, \( H_k \) is the \( k^{th} \) Harmonic Number. Since \( H_k / \log k \to \infty \), when \( E[T_{x,y}] \) is bounded by \( \log k n \). This justifies that in Kademlia only \( O(\log n) \) nodes are needed to contact with to search for a target node.

The experiment on the performance of Kademlia is shown in [Brunner and Biersack 2006]. The result shows that there is 60% probability that the Kademlia system can search and find the target data within 15 seconds after a user publishes new data. Also, there is 100% probability that the system can obtain the target data within 45 seconds. Another experiment evaluation of Kademlia is shown in [Ou et al. 2010]. The result shows the Kademlia system is resilient against churns and data corruption. Also, the paper concludes that the Kademlia system’s power consumption is low with decent efficiency.

**Direct Acyclic Graph (DAG)** Directed Acyclic Graph (DAG) is a technique used in distributed ledger technology. On a DAG network, the transactions are verified on a P2P basis. Each node needs to verify the transactions of at least two previous nodes in order to perform a transaction. And the ordered sequence of the verification events is called *DirectedGraph*.

Compared with the gossip protocol, DAG has no ring structure and it is unidirectional. It means the performance of resource locating in DAG is guaranteed with a deterministic searching path.
DAG achieves higher search efficiency and computation compared with other communication protocols that contain ring structure or non-directional structures.

DAG is capable of connecting thousands of IoT devices in an IoT system. Each device in the system will be assigned a unique label for rapid positioning and communication. Combinatorial enumeration [Robinson 1977] illustrates the DAG labeling issue. The numbers on n labeled nodes, for \( n = 0, 1, 2, 3, \ldots \) from the On-Line Encyclopedia of Integer Sequences are 1, 1, 3, 25, 543, 29281, 3781503, 1138779265, ... 

Tangle [Tangle IOTA 2018] is an implementation of DAG. In Tangle, IoT devices are connected with one another with a specified order and direction. When a device wishes to contact another device, it can send a message directly to the target host. All devices in the network will be simultaneously updated. Tangle achieve a much higher overall throughput by allowing different branches of the DAG to merge. Popov et al. [Popov 2016] analyze the mathematical foundations of IoTA, Tangle and DAG. The paper infers that the total number of unapproved transactions in Tangle \( L \) in a certain period of time can be calculated as

\[
L_0 = 2\lambda h.
\]  

In the equation, \( \lambda \) is the expected event rate of Poisson distribution, and \( h \) is the average time that a device needs to issue a transaction.

Benčić et al. [Benčić and Žarko 2018] compare DAG with traditional blockchain approaches. They show that DAG has higher efficiency and scalability than traditional blockchain approaches.

### 5.2 Proposed Traffic Models
#### 5.2.1 Blockchain Traffic Models
The traffic of blockchain can be categorized mainly into two sections, block generation, and block propagation. Fig. 6 shows the message flow of block generation and block propagation with the block generation process taking place before Node A receives a block. After Node A receives a block, it verifies the block and sends it to neighbors. The block propagation process takes place in turn.

In the block generation, based on Proof-of-Work [Decker and Wattenhofer 2013], a node needs to calculate a value called nonce to publish a block. The nonce is a hash value included in the block header. The node needs to try a large number of times to find a valid nonce. If the current target of the nonce is 400 billion, a node will have 400 billion/2\(^{256}\) chances to solve the nonce and publish a block. Blocks are generated around the world through the global computing power of nodes. The difficulty of finding a valid nonce is dynamically adjusted according to the latest block generation interval to keep the block generation interval remains relatively unchanged. On average, in bitcoin network, a block is produced in every 10 minutes [Beccutti et al. 2017]. In Ethereum, the average
block produce time is 15 seconds. The difficulty of the mathematical problem increases over time as the global computing power of miners increase. The expected time between blocks remains 10 minutes. It shows that the probability of generating a block satisfies the Poisson distribution. Let λ\(_b\) be the success rate of generating a block, t\(_c\) be a certain time interval, and N be the generated blocks. The probability of generating N blocks in time t\(_c\) follows a Poisson distribution:

\[
P_g = \int_0^\infty \frac{(\lambda_b t_c)^N}{N!} e^{-\lambda_b t_c} dt_c.
\]

(6)

In block propagation, blocks and transactions are continuously propagated in the blockchain network for updates and synchronization. To avoid message duplication, an inv message is sent first [Decker and Wattenhofer 2013]. If a node receives an inv message that contains a not received block hash or transaction hash in its inventory, it will respond with a getdata message. The sender of inv message will transfer the block or transaction to the node after getting the getdata message. On average, a block contains 500 transactions and the size of it is 1MB in Bitcoin [Bowden et al. 2018]. The total size of the inv and the getdata message is 120B on average. It is negligible when compared to the block size. The blockchain transaction rate can be found on the official blockchain website of Bitcoin. It shows there are 2.73 Bitcoin transactions added to the mempool per second. Let A\(_b\) be the average arrival rate of blocks, L\(_b\) be the average size of blocks, R\(_b\) be the transmission rate of a block, and T\(_p\) be the time period. The traffic intensity of block propagation on a single node can be defined as:

\[
\frac{A_b L_b}{R_b T_p}.
\]

(7)

In addition, we also model the traffic distribution of propagating a new block to the entire blockchain network. In different blockchain implementations, the traffic distribution differs with variances in the communication protocols. In this paper, we mainly discuss the traffic distribution of the propagation process in Bitcoins or Bitcoin-like blockchain systems. The gossip protocol is considered when modeling propagation traffic.

Assume in the initial state of blockchain network with x + y nodes, a new message is generated and acknowledged by y nodes. After that, the message should be propagated to the remaining x nodes. A node will only receive the same message once. When a node receives a new message, it will actively propagate the message to b neighbors. We assume every package can be sent and received without error. And we assume the number of nodes remains stable for the entire process. Initially, we have y = 1 and x = n. So the total number of nodes can also be presented as 1 + n.

During the process of a message being broadcast, x will decrease while the message y will increase. Based on the gossip protocol, the decreasing rate of x should be \(\frac{dx}{dt} = -\beta xy\). \(\beta\) is the contact rate of all the (x, y) pair combination, which can be calculated by \(\beta = b/n\). While x + y = n + 1, base on the Epidemic Information Dissemination [Eugster et al. 2004] we can further obtain:

\[
y = \frac{(n + 1)}{1 + ne^{-\beta(n+1)T}}.
\]

(8)

We define a constant c as \(c = \frac{2n}{\beta(n+1)}\). When T = c \* log(n), the number of nodes that have received the new message can be estimated as \(y \approx (n + 1) - \frac{1}{n e^{k/2}}\). Since \(\frac{1}{n e^{k/2}}\) is relatively small, we can assume that the propagation process ends at the time \(T = c\log(n)\). Since every node is broadcasting the same message to its peers, the sizes of the received messages and sent messages are the same as \(S_{msg}\). During the propagation period, we calculate the traffic due to broadcasting blocks or transactions, since the control messages are trivial compared to the total traffic. The traffic at time T is corresponding to the number of received nodes. It can be calculated as:
We simulate the infected nodes over time for the gossip protocol in Fig. 7. The simulation shows a network with $N$ nodes, and each node has $h$ neighbors in its neighbor list. Each node will infect $b$ neighbors randomly in a gossip round. The experiment is conducted with inputs with $b = 5$, $h = 10$ and $N = 2000, 5000, 10000$. In Fig. 7, the horizontal axis shows the number of gossip rounds. We can see that after seven gossip rounds, the first infected node can update 2000 nodes in the network. The traffic can be calculated by the number of infected nodes times the average size of a packet in a specific period of time.

$$TRFC(T) = \frac{(n + 1)S_{msg}}{1 + ne^{-\beta(n+1)T}}.$$  

Fig. 7. Percentage of infected nodes versus gossip rounds.

5.2.2 IoT-Blockchain Traffic Model. We divide the traffic model of IoT blockchain into two categories. They are different in the deployments of IoT devices, blockchain nodes, and their connections. This refers to the physical layer, blockchain layer, and network layer of the 5-layer architecture for IoT blockchain we proposed in section 3.4.

**IoT Devices in the Blockchain Network Structure**

In this structure, the IoT devices act as normal nodes in the blockchain network, as shown in Fig. 8. In the blockchain network, the IoT device nodes are considered as light nodes. They don’t need to store a copy of the full blockchain and conduct the mining work.

This structure achieves maximum decentralization, since there is no single central node to manage or monitor the nodes. Overall performance will not be adversely affected even if some IoT nodes are corrupted. Also, there are pre-configured high-performance nodes acting as the backbone of the blockchain network. Work that requires heavy computation or massive data storage will be assigned as the backbone nodes. Therefore, malfunctioning of the IoT device nodes will not affect blockchain performance.

The rate of generating a block of traffic in this structure will follow Eq. 6. The traffic of nodes in this structure can be calculated by Eq. 9.
IoT Devices Outside of the Blockchain Network Structure

In this structure, the blockchain network is considered as a separated network. A central base station is placed to interact with the IoT device nodes directly. The requests sent by IoT devices nodes will be processed by the base station and delivered to the blockchain network. When the blockchain network confirmed the transaction, the IoT device will be notified. This structure is illustrated in Fig. 9.

The benefit of this structure comes from its convenient configuration and maintenance. Since the IoT device nodes are not directly connected to the blockchain network, the proxy server can act as a traffic regulator. It becomes easier to control traffic and provide efficient transactions by caching and reducing the possibility of data deluge. Compared to the structure of IoT devices in a blockchain network, this structure allows the IoT system to utilize the functions of blockchain without maintenance costs and configuration overhead of blockchain. The traffic model of the IoT network depends on the types of IoT services. For the blockchain network, the traffic will follow Eq. 6 and Eq. 9.

6 CONCLUSIONS

Blockchain technology has been extensively applied in diverse services. The Internet of Things (IoT) is getting ubiquitous in modern life. Blockchain has provided a practical solution to address many of the limitations of traditional IoT applications. The integration of the IoT and blockchain creates a verifiable and secure network. This paper presents a comprehensive overview of IoT blockchains, including typical architectures, communication protocols, applications, and traffic models. This paper provides a good summary for researchers or practitioners who are interested in understanding the concepts, functions and traffic models of IoT blockchain. Furthermore, we make
comparisons between current consensus algorithms and communication protocols and show their strengths and shortcomings when applied in IoT blockchains. Finally, we analyze the current traffic models of the P2P system and blockchain system. We also give traffic models of IoT blockchain systems.

Considering that the number of IoT-blockchain applications grows each year, we believe that new consensus mechanisms for enhancing the performance of IoT devices in the blockchain network will be good directions in the coming year. Also, the solutions for solving scalability, processing power, or storage problem of IoT device in the blockchain network is an interesting topic. Another interesting future research direction is IoT-blockchain traffic model analysis. However, it may require a large scale of simulation, data collection, and data analysis.

Apart from this, how to ensure security when integrating IoT with blockchain is still a challenging topic because the IoT components do not have enough resources to perform the encryption algorithms in the blockchain. Also, IoT devices are resource restricted to validate transitions and maintain the correctness of the blockchain. Moreover, the access control of keeping the system security while allowing numerous IoT components to join a private network is hard to achieve.

Additionally, regulation and development policies on the IoT-blockchain applications are still missing. There is no instruction or rules to follow. Comprehensive regulation is needed to clarify the rules and guide the integration of IoT systems and blockchain technology.
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