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Abstract—Radio Frequency Identification (RFID) brings a revolutionary change in a range of applications by automatically monitoring and tracking products. With the proliferation of RFID-enabled applications, multiple readers are needed for ensuring the full coverage of numerous RFID tags. In this paper, we focus on the tag distribution problem in multi-reader RFID systems. The problem is to fast identify the tag set beneath each reader, which is a fundamental premise of efficient product inventory and management. Only with such tag set information can we localize specific tags in a reader and expedite the tag query information collection. As an RFID system usually contains a large number of tags and multiple readers, the traditional solution to identify tags by individual readers is highly time inefficient. We propose an Inference-Based protocol (IB) that identifies the tag distribution based on information inference rules and the aggregated physical signals to improve operational efficiency. In our protocol, three kinds of inference rules based on internal information reported by a single reader, external information shared by multiple readers, and history information retained by the system are fully exploited to infer tag distribution. With these rules all readers can cooperatively work together and quickly obtain the tag distribution in the system. We also build a prototype RFID system using the USRP-based reader and WISP programmable tags, and then implement the IB protocol. The experimental results and extended simulations show that IB outperforms the state-of-the-art protocols.
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1 INTRODUCTION

Radio Frequency Identification (RFID) brings a revolutionary change in a range of applications, such as inventory control [1], [2], [3], supply chain logistics [4], [5], [6] and object tracking [7], [8]. With the proliferation of these RFID-enabled applications, deploying multiple readers is essential to ensure the full coverage of numerous RFID tags. The problem presented in this paper is how to quickly explore which tags are beneath which readers, with the knowledge of all tag IDs a priori. We refer to such a problem simply as the tag distribution problem, which plays a crucial role in facilitating warehouse management and inventory control in multi-reader RFID-enabled applications.

To understand its practical importance, let us consider a common scenario. In an RFID-assisted warehouse, when tagged products move through the gate equipped with RFID readers (as shown in Fig.1), tag IDs can be automatically scanned by the readers and stored on the server side. However, even with this global information of tag IDs, we are unaware of the tag distributions after these tagged objects are stored under different storage zones. This makes each reader have to take the global tag population as the subject are stocked under different storage zones. This makes each reader have to take the global tag population as the input to execute various inventory operations, e.g., missing/unknown tag identification [9], [10], [11], information collection [12], [13], tag searching [2], [14], [15], greatly lowering the inventory efficiency. Especially when the number of tags in the region of interest is much smaller than that of all tags in the warehouse, the performance gap will be further widened as much more extra overhead is required for separating tags of interest from others. In contrast, knowing the tag distribution can help quickly zoom in a local surveillance region and complete the inventory operations based on a much smaller tag subset, greatly improving the inventory performance. For example, consider a warehouse deployed 50 readers, each of which covers 2,000 tags on average. The execution time of missing tag identification with Protocol-3 [9] decreases sharply from 17.8s to only 1.8s, producing a 89.8% performance gain. Therefore, exploring the tag distribution is a fundamental premise of efficient inventory and management under multi-reader RFID systems.

The tag distribution problem has not been thoroughly investigated yet. An intuitive solution to tackle this problem is tag identification [16], [17], which sequentially collects IDs from tags by each reader. This approach is simple but collecting tedious tag IDs is time-consuming. Another solution is to transplant the missing tag identification technique to the tag distribution problem. Specially, each reader individually execute the missing tag identification...
protocols by taking overall tags as the input and treating tags outside its coverage as missing tags. The frame sizes in these protocols, however, are proportional to the number of overall tags, hard to meet real-time application requirements. The performance is even worse than that of tag identification when each reader only covers a small portion of tags. Besides above approaches, the Bloom filter based information collection protocol (BIC) [12] can also be tailored to the tag distribution problem. In BIC, the reader identifies tags in its interrogation region by constructing and transmitting the Bloom filters. However, the use of Bloom filter suffers from false positives. To remove the false positives, BIC needs to execute tag identification, resulting in extra communication overhead. In conclusion, the low efficiency of existing approaches is essentially due to the individual work of each reader instead of the cooperative work of multiple readers.

In this paper, we propose an efficient protocol called Inference-Based protocol (IB) to identify the tag distribution. Unlike previous work, the performance gain of IB benefits from two new design principles: 1) Instead of using only the application-level information, the inter-round physical signals are exploited in IB to extract more tag distribution information. 2) Instead of working individually, all readers in IB cooperate with each other to accelerate the identification process. The above mechanisms greatly reduce transmission overhead during the identification process and overcome the drawbacks of existing solutions.

IB infers the tag distribution based on three kinds of information, which are internal information, external information and history information. Internal information is the aggregated physical signals identified by a single reader. Upon obtaining such information, a reader can check whether a tag replies or not and thus infer its presence or absence. External information is the shared local tag distribution among readers, such as the topology of the system. As a result, the reader can cooperate with each other to accelerate the identification of its local tag distribution. History information is the aggregated physical signals gathered in previous rounds for each reader. On updating the local tag distribution in a round, more distribution information can be inferred by re-utilizing the aggregated signals retained in the current round and previous rounds. Based on these three kinds of information, we then formulate six inference rules and the physical signals of RFID tags identifies the tag distribution based on information inference rules and the physical signals of RFID tags to improve efficiency. With these rules all readers can cooperatively work together and quickly obtain the tag distribution.

We propose a new idea of protocol design that identifies the tag distribution based on inference rules and the physical signals of RFID tags to improve efficiency. With these rules all readers can cooperatively work together and quickly obtain the tag distribution.

We build a real prototype system using USRP and WISP platforms to validate our protocol. Besides, we conduct extensive simulations to evaluate the protocol performance. Our protocol produces great performance improvement compared with the existing advanced work.

The rest of this paper is organized as follows. In Section 2, we overview related work. Section 3 introduces the system model and gives the problem description. In Section 4, we describe the Inference-Based protocol (IB) that identifies the tag distribution based on six inference rules. In Section 5, we comprehensively analyze the protocol efficiency. In Section 6, we propose a cardinality estimation scheme, which can have no extra overhead to estimate tag set cardinality. We build a prototype system with USRP-based reader and WISP tags, and then implement IB protocol in Section 7. Section 8 evaluates the performance with the state-of-the-art protocols and investigates the efficiency of IB. Finally, Section 9 concludes this paper.

2 RELATED WORK

The tag distribution problem can be naturally solved with tag identification approaches. Existing tag identification protocols fall into two categories: Tree-based protocols [21], [22] and Aloha-based protocols [16], [17]. In Tree-based protocols, the reader applies a dynamic ID prefix of tag IDs to progressively split a tag set into smaller subsets until only one tag is left. This process is iteratively executed until all tags are successfully identified. In Aloha-based identification protocols, the reader carries out a slotted frame and each tag individually picks a slot to reply. A tag can successfully transmit its ID only when its slot has no other tags. The left tags which fail to report their IDs will move to the next slotted frame. Although the identification protocols can be used to address the tag distribution problem, it needs to transmit tag IDs and does not make use of the prior knowledge of all tag IDs, which is time-consuming.

Techniques for identifying missing tags can be transplanted to solve the tag distribution problem. The target of the missing tag identification is to monitor a set of RFID tags and identify the complete missing ones. By treating the tags out of the reader as missing tags, the missing tag identification schemes can be adopted to identify the tag distribution. Protocol-3 proposed in [9] is a deterministic missing tag identification scheme which significantly reduces the missing tag identification time by more efficiently scheduling multiple readers. In [19], a Slot Filter-based Missing Tag Identification (SFMTI) protocol is proposed to reconcile some expected collision slots into singleton slots and filter out the expected empty slots as well as the unreconcilable collision slots, thereby improving time-efficiency in missing tag identification. However, the performance is even worse
than that of tag identification approaches when each reader only covers a small portion of all tags.

Besides above approaches, the Bloom filter based information collection protocol (BIC) [12] can also tackle the tag distribution problem, which was initially designed for collecting sensor-augmented tag information. In BIC, the reader identifies the tags in its interrogation region by using the Bloom filters. A Bloom filter representing the interrogated tag set is distributively constructed and transmitted to the reader. However, the use of Bloom filter suffers from false positives. To remove the false positives, BIC needs to collect tedious tag IDs, resulting in extra communication overhead. Due to the individual work of each reader instead of the cooperative work of multiple readers, the existing approaches are essentially of low efficiency.

3 PRELIMINARY

3.1 System Model

We consider a large-scale RFID system with multiple readers, a massive number of tags and a backend server. The tags attached to items are under the different surveillance regions covered by different readers. After communicating with the tags, the reader transmits tag information to a backend server, which provides powerful computation ability to process such data. Similar to previous work [9], [12], [20], [23], [24], we assume that the server has the knowledge of all tag IDs in the system a priori.

Considering the tagged objects move around the system, the tag distribution is likely to dynamically change. Once our protocol can identify the tag distribution in real time, we can simply treat the dynamic environment as a static one within a short period of time. Even if few tags are incorrectly classified due to frequent tag motion, their distribution will be updated in the next execution of our protocol.

In the RFID system, the communication between the reader and tags initiates with a high power continuous wave (CW) which energizes RFID tags. The tags transmit their signals by reflecting back the CW using on-off keying modulation: a binary ‘1’ or ‘0’ represents the presence or absence of CW [25]. Due to the low data rate, the bit-level clock synchronization of tags can be achieved in practice [20], [26].

Complying with the EPCglobal Gen-2 standard, the communication between the readers and tags follows the Reader-Talk-First model. Namely, the tag talks only if receiving the reader’s commands. A reader initializes each round of our protocol by sending a request. On receiving the order, tags then backscatter signals. Besides, the reader collision will occur when two or more readers attempt to communicate with a tag concurrently, since the mixed signals cannot be correctly decoded at the tag side. Many existing reader anti-collision schemes [27], [28] have been proposed to achieve dynamical reader schedule. We can resort to these works to avoid the communication collision among multiple readers.

3.2 Problem Formulation

Consider a set of readers \( \mathcal{M} = \{r_1, ..., r_m\} \) and a set of tags \( \mathcal{N} = \{t_1, ..., t_n\} \) that are deployed in the system, where \( m \) is the number of readers and \( n \) is the number of tags. Symbol \( \mathcal{N}_i \) represents the set of tags under the surveillance region covered by the reader \( r_i (i \in [1, m]) \). Due to the overlapping area, a tag may be covered by more than one reader. Then we have \( \mathcal{N} = \bigcup_{i \in [1, m]} \mathcal{N}_i \) and \( |\mathcal{N}_i \cap \mathcal{N}_j| \geq 0 \).

As Fig. 1 depicts, the target of the tag distribution problem is to identify which tags are beneath which readers, i.e., identifying the set \( \mathcal{N}_i \) for the reader \( r_i (i \in [1, m]) \). Since all the tag IDs in \( \mathcal{N} \) are known in advance, how to take full use of this information is the key to improve protocol performance.

Besides, the topology of readers is another information that can be used to assist the identification of tag distribution. It is formally a graph \( \mathcal{G} = (\mathcal{M}, \mathcal{E}) \), where \( \mathcal{M} \) is the set of readers and \( \mathcal{E} \) is the set of edges each connecting two readers which have overlapping monitor area. We refer to two overlapping readers as adjacent (neighboring) readers. Clearly, if the readers \( r_i \) and \( r_j \) are adjacent (neighboring), \((r_i, r_j) \in \mathcal{E}\) holds. Otherwise, if two readers \( r_i \) and \( r_j \) are not adjacent (non-neighboring), \((r_i, r_j) \notin \mathcal{E}\) holds. We denote the set of \( r_i \)’s neighboring readers as \( \Gamma(r_i) \) and the set of \( r_i \)’s non-neighboring readers as \( \overline{\Gamma}(r_i) \). The number of \( r_i \)’s adjacent readers is referred to as \( d(r_i) \), which is actually the degree of the node \( r_i \) in \( \mathcal{G} \). Clearly, the reader topology relies on only the practical deployment, regardless of the tag distribution. It can be easily observed when an RFID system is set up. In our protocol design, both the tag IDs and the reader topology will be fully taken into account to explore the tag distribution.

4 IB: INFERENCE-BASED PROTOCOL

To explore the tag distribution in an efficient way, we propose an Inference-Based protocol (IB), which mainly identifies the tag distribution by inference rules and the physical signals. After presenting the protocol design, we then analyze the parameter setting to achieve the optimal performance.

4.1 Overview

Inference-Based protocol (IB) follows two guidelines to achieve high time efficiency. First, IB can exploit the inter-round physical signals to extract more tag distribution information. Second, all readers in IB cooperate with each other to accelerate the identification process. The above mechanisms greatly reduce transmission overhead during the identification process and overcome the drawbacks of existing solutions. Consider an arbitrary tag \( t_i \). If a reader is sure about whether \( t_i \) is under its coverage or not, we say that \( t_i \) is identified by the reader, or unidentified otherwise.

The number of unidentified tags for each reader decreases after each round. The server traces the number of identified tags. When all the tags of each reader have been identified, then the protocol ends.

4.2 Inference Rules

IB identifies the tag distribution based on three kinds of information, which are internal information, external information and history information. Internal information is the aggregated physical signals identified by a single reader. When
obtaining such information, a reader can check whether a tag replies or not and thus infer its presence or absence. External information is the shared local tag distribution among readers, such as the topology of the system. As a result, the reader can cooperate with each other to accelerate the identification of its local tag distribution. History information is the aggregated physical signals gathered in previous rounds for each reader. On updating the local tag distribution in a round, more distribution information can be inferred by re-utilizing the aggregated signals retained in the current round and previous rounds. Based on the three kinds of information, we then formulate six inference rules to identify the tag distribution.

Consider an arbitrary reader $r_i$, $N_i$ and $L_i$ represent the set of tags inside and outside $r_i$’s coverage. Thus the following equations hold:

$$N_i = N_{i,0} \cup N_{i,1},$$

$$L_i = L_{i,0} \cup L_{i,1},$$

where the second binary subscript indicates whether tag is identified: ‘1’ is identified and ‘0’ is not identified. Note the set $N_{i,0}$ and $L_{i,0}$ cannot be surely identified in the obtaining process, thus the server cannot exactly know what tags in the set $N_i$ at the beginning.

Initially, because no tag distribution is identified, both $N_{i,1}$ and $L_{i,1}$ are the empty set, that is:

$$N_{i,0} \cup L_{i,0} = N_i,$$

$$N_{i,1} \cup L_{i,1} = \varnothing.$$

After the execution of IB, the server successfully identifies all the tags in unidentified set, and put them into identified set. Then the equations hold:

$$N_{i,0} \cup L_{i,0} = \varnothing,$$

$$N_{i,1} \cup L_{i,1} = N_i.$$

Thus the set of tags beneath appointed readers can be surely identified, i.e., $N_i = N_{i,0} \cup N_{i,1} = N_{i,1}$.

### 4.2.1 Example Case

For ease of presentation, we detail the six inference rules based on a toy example. Consider the system provided in Fig. 2(a), where $m = 3$ and $n = 9$. Both the reader $r_1$ and $r_3$ are adjacent to the reader $r_2$. The set of total tags in the system is $N = \{t_1, t_2, t_3, ..., t_8, t_9\}$.

Initially, the reader broadcasts a request with a random number. Each tag chooses an index by hashing its ID with the received random number. Only in the slot that the tag picks, it replies. Otherwise, it keeps silent. Based on the tag ID database, the server knows exactly which bit a tag chooses under each random number. However, from each reader’s view, only a subset of tags reply to the reader. As shown in Fig. 2(b), only the tags with solid line reply in the actual system. Each tag’s response forms a logical bit vector, where response represents bit ‘1’ and silence represents bit ‘0’, as shown in Table 1. On receiving vectors, each reader uses a logical OR operation and constructs a reader vector.

Note the target of IB is to gain the tag distribution in the system. We can easily map the relationship of the tag distribution to a two-dimensional matrix with $3 \times 9$ as illustrated in the Table 2. The symbol ‘×’ represents the relation that a tag is covered by a reader. On the contrary, ‘-’ represents the relation that a tag is not covered by a reader and ‘◦’ represents the relation that needs to be inferred. The subscript represents the rule number used to infer the tag distribution. The tag distribution is identified until matrix is crammed.

#### 4.2.2 Rules Based on Internal Information

We first introduce the inference rules based on internal information. To infer the tag distribution under reader $r_i$’s coverage, the server generates a virtual reader vector of $r_i$ by assuming all tags in $N$ are under $r_i$’s coverage. After collecting the actual reader vector, the server can infer the tag distribution by observing the the differences between the virtual vector and the actual vector.

**Rule 1:** A tag $t_k$ can be classified into $L_{i,1}$, when $t_k \not\in L_{i,0}$ holds and no tag is from both $N_{i,0}$ and $N_{i,1}$.

If no tag is from the set $N_{i,0}$ and $N_{i,1}$, $r_i$ will receive the bit ‘0’ from tags. In the meantime, if there is also at least one tag from the set $L_{i,0}$, the server assures the tags supposed to reply are out of the $r_i$ region. Then the server could successfully add these tags into $L_{i,1}$. We take the reader $r_1$ for an instance in the example case. In the second bit, only $t_8$ is supposed to reply ‘1’. But the second bit of the reader vector ‘10000011’ equals ‘0’. Then the server could identify $t_8 \in L_{1,1}$. The same case exists for the fifth bit. Because there

<table>
<thead>
<tr>
<th>Reader</th>
<th>Tag</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_1$</td>
<td>02 X1 02 X1 02 X1 02 X1 02 X1 X1 -</td>
</tr>
<tr>
<td>$r_2$</td>
<td>02 03 X1 X1 X1 X1 X1 02 03 X1</td>
</tr>
<tr>
<td>$r_3$</td>
<td>X1 X1 X4 X1 X4 03 X4 05 X5 X5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 1 Procedure of Vector Construction</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tag Vector</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>$t_1$: 100000000</td>
</tr>
<tr>
<td>$t_3$: 000000001</td>
</tr>
<tr>
<td>$t_4$: 001000000</td>
</tr>
<tr>
<td>$t_6$: 000000010</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 2 Identification Results of IB in the First Round</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reader</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>$r_1$</td>
</tr>
<tr>
<td>$r_2$</td>
</tr>
<tr>
<td>$r_3$</td>
</tr>
</tbody>
</table>
are two tags $t_2$ and $t_7$ supposed to reply in the fifth bit, with that the fifth bit of the reader vector equals ‘0’, the server can also infer $t_2, t_7 \in L_{1, 1}$.

**Rule 2:** A tag $t_k$ can be classified into $N_{i, 1}$, when $t_k \in N_{i, 0}$ holds and no tag is from the set $L_{1, 0}$ and $N_{i, 1}$.

If one tag is from the set $N_{i, 0}$, $r_i$ will receive the bit ‘1’ from tags. If the server knows exactly only one tag replies ‘1’ at the bit, it will easily know this tag is covered by the reader $r_i$. Obviously, no matter how many tags from the set $L_{1, 1}$ select the bit, the reader $r_i$ receives no reply from them. Therefore, if there is one tag from the set $N_{i, 0}$ and no tag from the set $L_{1, 0}$ and $N_{i, 1}$, the server could add the tag into $N_{i, 1}$. Here, we also take the reader $r_1$ for an instance in the example case. Based on the tag ID database, only the tag $t_1$ is assumed to reply ‘1’ at the first bit. Upon checking the reader vector, the first bit is also ‘1’. The server knows tag $t_1$ replies, i.e. $t_1 \in N_{i, 1}$. In the same way, $t_3, t_6 \in N_{i, 1}$ can be known. But for the third bit, both tag $t_4$ and $t_5$ are supposed to transmit ‘1’. With receiving ‘1’ in the corresponding bit, the server could not tell which tag(s) actually reply.

**4.2.3 Rules Based on External Information**

To further accelerate the identification process, IB makes the readers cooperate with each other by sharing their vectors to narrow down the each searching set as the following rule.

**Rule 3:** A tag $t_k$ can be added to $N_{i, 1}$, when the tag has been identified absent from other $m - 1$ readers.

Consider an arbitrary tag $t_j$, the relation $t_j \in L_{1, 1}$ holds. The server easily infers $t_j \in N_{1, 1}$. For example, the eighth bit of the $r_2$ aggregated vector is ‘1’, possible replying from both $t_2$ and $t_8$ hinders the distribution obtaining. The server is unable to add $t_2$ or $t_8$ to $N_{2, 1}$. But consider both the reader $r_1$ and $r_3$ receive no reply from $t_2$. Thus the server could assure $t_2$ in the region of $r_2$.

**Rule 4:** A tag $t_k$ can be classified into $L_{j, 1}$, when $t_k \in N_{i, 1}$ and $r_j \in \Upsilon(r_i)$ both hold.

The membership $t_k \in N_{i, 1}$ holds means that the tag $t_k$ is under the reader $r_i$’s coverage, which includes two cases. In the first case, the tag $t_k$ is in the overlapping area between the reader $r_i$ and any other neighboring readers of $r_i$, i.e., $t_k \in \bigcap_{r_j \in \Upsilon(r_i)}(N_{i} \cap N_{j})$ holds. In the second case, the tag $t_k$ is reachable to only the reader $r_i$, rather than others, i.e., $t_k \in \bigcap_{r_j \in \Upsilon(r_i)}(N_{i} - N_{j})$ holds.

The server cannot figure out which case of these two is correct, but it can make sure $t_k$ is under $r_i$’s coverage zone with the membership $t_k \in N_{i, 1}$. In other words, if a reader $r_j$ is far away from $r_i$, i.e., $r_j$ is not the neighbor of $r_i$, we can infer that $t_k$ must not be covered by $r_j$ with certainty. Namely, $t_k$ belongs to $L_{j, 1}$. As $t_k$ has been identified, the server can update $|\Upsilon(r_i)|$ relations for it. In the example case, because both $t_3$ and $t_6$ are under $r_1$’s coverage zone, the server can infer $t_3 \in L_{3, 1}$ and $t_6 \in L_{3, 1}$.

**4.2.4 Rules Based on History Information**

As previously described, the server can update the tag distribution with Rule 1-4. But the reader vectors gathered in current round and previous rounds can also be utilized to infer more relations, which highly reduces the total execution rounds. Thus, two rules can be used to mine more information.

**Rule 5:** After updating the new tag distribution, the server can infer more relations with Rule 1-4 by checking current vectors again.

By executing Rule 1-4 once, some bits in the vector can be used to infer the tag distribution, while others cannot, such as the first bit and sixth bit of the reader $r_3$. To avoid this waste, we take a closer look at the tag distribution and find that a new tag distribution generates after the one-round execution of Rule 1-4. Hence, if the server takes the new distribution as the input and repeats the Rule 1-4 again, the useless bits in the previous execution are likely to be useful under the newly updated distribution.

We take the vector of $r_3$ for example. During the first execution of Rule 1-4, both tag $t_3$ and $t_7$ are supposed to transmit ‘1’ in the sixth bit. Therefore, there are two possible results. One is $t_3 \in L_{3, 1}, t_7 \in N_{3, 1}$ and the other is $t_3 \in L_{3, 1}, t_3 \in N_{3, 1}$. According to the sixth bit, the server cannot determine whether $t_3$ and $t_7$ are under the reader $r_3$’s coverage. However, after the first execution of Rule 1-4, the relation $t_3 \in L_{3, 1}$ is available for the server. Then the reader $r_7$ can take these newly updated tag distribution as the input and run Rule 1-4 again, which will generate the relation $t_7 \in N_{3, 1}$.

**Rule 6:** After updating the new tag distribution, the server can infer more relations with Rule 1-4 by checking the vectors in previous rounds again.

Because the example case only executes IB in one round, the server has no previous vectors. But after several rounds, the server could also infer new relations to update the tag distribution as Rule 5.

We denote the total overhead of $r_i$ in the current round as $F_i$, which is equal to $F_{i, [1-4]} + F_{i, [5]} + F_{i, [6]}$, where $F_{i, [1-4]}, F_{i, [5]}$ and $F_{i, [6]}$ represent the overhead of Rule 1-4, Rule 5 and Rule 6, respectively. Assume the optimal vector size for the reader $r_i$ in the $k$-th round is $f_{i, k}$. We have $F_{i, [1-4]} = f_{i, k}, F_{i, [5]} = f_{i, k}$ and $F_{i, [6]} = \sum_{j=1}^{m} f_{i, j}$. Therefore, the overhead of distribution update in the current round is $F_i = F_{i, [1-4]} + F_{i, [5]} + F_{i, [6]} = 2f_{i, k} + \sum_{j=1}^{m} f_{i, j}$. Considering $m$ readers, the total computation overhead is $F = \sum_{i=1}^{m} F_i = 2\sum_{i=1}^{m} f_{i, k} + \sum_{i=1}^{m} \sum_{j=1}^{k} f_{i, j}$.

**4.3 Protocol Description**

The Inference-Based protocol (IB) contains multiple rounds. Each round contains two communication steps: the reader-to-tag broadcasting step and the tag-to-reader replying step. To initialize the reader-to-tag broadcasting step, the server generates optimal parameters to achieve high identification efficiency. The parameters consist of the random number and the frame size. Here, for an arbitrary reader $r_i$, we denote the random number and the frame size as $d_i$ and $f_i$ which are different from other readers in each round. We will detail how to set the optimal frame size $f_i$ in the following section. The server generates the server array $A_i$ based on the parameter and the database. The symbol $A_{i, [k]}$ means the set of tags supposed to reply ‘1’ at the $k$-th bit. Then the readers in the system broadcast each pre-calculated parameter pair $(d_i, f_i)$ to tags.

In the tag-to-reader replying step, benefiting the efficiency of identification process, each tag sends a vector simultaneously. As previously mentioned, IB also utilizes the
synchronized physical layer transmissions to distributively construct each tag replying vector and efficiently gathers the distribution with information aggregated from tags. Consider the tag under $r_i$’s coverage zone, after receiving the parameter pair $(d_i, f_i)$, it calculates the $f_i$-bit tag vector. The tag sets all the bits to '0' except that the bit of index $k$ satisfying $H(ID, d_i) \mod f_i = k$. All the tags then send the vectors concurrently to the reader.

At the reader, the gathering of physical signals is equivalent to binary 'OR' operation. The reader $r_i$ then generates the reader vector $V_i$. The symbol $V_i[k]$ ranges between binary bit value ‘0’ and ‘1’. Formally, for an arbitrary reader $i$, we denote the $j^{th}$ replying bit as $b_{ij}$. When the channel is an idle carrier, the reader sets $b_{ij} = 0$. When the channel is a busy carrier, the reader sets $b_{ij} = 1$. After the transmissions of all the vector bits, reader $i$ combines calculated bits to construct new vector $V_i = b_{i1}b_{i2}...b_{if}$. For example, if three tags transmit vectors '000010000', '001000000' and '010000000' to a reader respectively. Then the reader constructs the vector $V_i = '011010000'$. Therefore, if the system has $m$ readers, the server can collect $m$ vectors $V_i$. Obviously, the server exactly knows which bit the tag in the system is supposed to select. Upon gathering the array $A_i$ with the vector $V_i$, the server is able to infer the tag distribution with the Algorithm 1.

**Algorithm 1: Tag Distribution Inference**

**Input:** $V_i$, $A_i$, $N_{i,1}$, $L_{i,1}$ for $r_i$ $(i \in [1, m])$.

**Output:** Updated $N_{i,1}$, $L_{i,1}$ for $r_i$ $(i \in [1, m])$.

for $i = 1 \rightarrow m$ do
   for $j = 1 \rightarrow$ LENGTH($V_i$) do
      if $V_i[j] = '0'$ then
         $L_{i,1} = A_i[j] \cup L_{i,1}$
      else if $V_i[j] = '1'$ and $|A_i[j] \cap L_{i,1}| = 1$ then
         $N_{i,1} = A_i[j] \cap L_{i,1} \cup N_{i,1}$
         for $r_k \in T(r_i)$ do
            $L_{k,1} = A_i[j] \cap L_{i,1} \cup L_{k,1}$
      for $j = 1 \rightarrow n$ do
         if $r_i, t_j \in L_{k,1}$ $(k \in [1, m], k \neq i)$ then
            $N_{i,1} = N_{i,1} \cap \{t_j\}$
   
After the inference of the tag distribution with current vector, the server can update more tag distribution information based on the Algorithm 2.

**Algorithm 2: Accelerating Tag Distribution Inference**

**Input:** Previous and current vectors for $r_i$ $(i \in [1, m])$.

**Output:** Updated tag distribution.

for $i = 1 \rightarrow m$ do
   Check the current $V_i^{current}$ with Alg 1.
   for $j = 1 \rightarrow$ CurrentRoundIndex do
      Check the $j^{th}$ previous $V_i^j$ with Alg 1.

If the set $L_{i,1} \cup N_{i,1} = N$, the server stops identification of the reader $r_i$. Until all the readers stop, the server can achieve obtaining the entire tag distribution.

### 5 Protocol Analysis

We first analyze the protocol efficiency, and then give the number tendency of identified relations as the frame size changes. Finally, we represent the setting of frame size that optimizes the efficiency of IB.

#### 5.1 Performance Efficiency

As the previous discussion, the set $N_{i,0}$ and $L_{i,0}$ cannot be surely identified. But on optimizing the frame size $f_i$, the server will estimate $n_{i,0}$ and $l_{i,0}$ in each round (that will be discussed in Section 6). Here we denote $n_{i,0}$, $n_{i,1}$, $l_{i,0}$ and $l_{i,1}$ as the cardinality of $N_{i,0}$, $N_{i,1}$, $L_{i,0}$ and $L_{i,1}$ respectively.

The IB protocol is designed for accomplishing the collection with the shortest time. Here, we consider the reader $r_i$ in an arbitrary round without loss of generality. Let $\lambda_i$ be the expected number of newly identified relations and $\tau_i$ be the execution time. Thus the number of newly identified relations per unit time (denoted as $\Theta_i$) can be represented as:

$$\Theta_i = \frac{\lambda_i}{\tau_i}. \quad (1)$$

When the server heads to a new round, without considering the rules based on history information, two kinds of information can be adopted to identify the distribution. Here we refer to the relation revealed from the internal information as internal relation (the expected number is denoted as $\varphi_i$). On the contrary, the relation revealed from the external information is called external relation (the expected number is denoted as $\rho_i$). The total number of newly revealed relations can be represented as:

$$\lambda_i = \varphi_i + \rho_i. \quad (2)$$

We then first analyze the expected number $\varphi_i$ of internal relations revealed in a round. The internal relations identified in a round generally compromises two portions. One portion is the relation that a tag $t_k$ is not in $r_i$’s scope, i.e., $t_k \in L_{i,1}$ (the expected number is denoted as $\alpha_i$). On the contrary, the other portion is the relation that $t_k \in N_{i,1}$ (the expected number is denoted as $\beta_i$). We then take the following lemmas to analyze $\varphi_i$.

**Lemma 1.** For a reader $r_i$ in an arbitrary round, the expected number $\alpha_i$ of revealed relations that indicates a tag is out of $r_i$’s coverage is

$$\alpha_i = l_{i,0} \left(1 - \frac{1}{f_i}\right)^{n_{i,0} + n_{i,1}}. \quad (3)$$

**Proof.** As aforementioned, by checking each bit in the vector, we are able to reveal some useful relations. Now, we first derive the expected number of useful relations revealed by analyzing one bit, which is denoted as $E[A_i]$. The server can infer the relation only if there is no tag from the set $N_i$, and at least one tag from the set $L_{i,0}$. The probability that a tag selects current bit is $\frac{1}{f_i}$, where $f_i$ is vector size. We have the probability $P_{a_i}$ that no tag is from the set $N_i$, which is $P_{a_i} = \left(1 - \frac{1}{f_i}\right)^{n_{i,0} + n_{i,1}}$. Since there are $l_{i,0}$ tags in the set $L_{i,0}$ is, the probability $P_{b_{i,j}}$ that $j$ tags are from the set $L_{i,0}$ is $P_{b_{i,j}} = \binom{l_{i,0}}{j} \left(\frac{1}{f_i}\right)^j \left(1 - \frac{1}{f_i}\right)^{l_{i,0}-j}$. Thus, by taking the two probabilities
into account, we have the expected number \( E[A] \) of useful relations revealed by analyzing one bit as follows:

\[
E[A] = \sum_{j=0}^{l_i,0} j P_{B|j} = \frac{l_i,0}{1 - \frac{1}{f_i}} \sum_{j=0}^{l_i,0} j \left( \frac{1}{f_i} \right)^j \left( 1 - \frac{1}{f_i} \right)^{l_i,0-j}
\]

\[
= \frac{l_i,0}{f_i} \left( \frac{1}{f_i} \right) \left( 1 - \frac{1}{f_i} \right)^{l_i,0}.
\]

Since the vector consists of \( f_i \) bits, the expected number of revealed relations that indicates a tag is out of \( r_i \)'s coverage is 

\[
\alpha_i = f_i E[A] = l_i,0 \left( 1 - \frac{1}{f_i} \right)^{n_i,0+n_i,1+l_i,0}.
\]

**Lemma 2.** For a reader \( r_i \) in an arbitrary round, the expected number \( \beta_i \) of revealed relations that indicates a tag is under \( r_i \)'s coverage is

\[
\beta_i = n_i,0 \left( 1 - \frac{1}{f_i} \right)^{n_i,0+n_i,1+l_i,0-1}.
\]

**Proof.** We denote the probability that a bit can be used to identify the relation that a tag is covered by the reader \( r_i \) as \( P_{B} \). The server can reveal the relation only if one tag is from the set \( N_i,0 \) and no tag is from the set \( L_i,0 \) and \( N_i,1 \). We denote the probability that one tag is from the set \( N_i,0 \) as \( P_c \) and the probability that no tag is from the set \( L_i,0 \) and \( N_i,1 \) as \( P_d \). Thus, we have the following equation:

\[
P_c = \left( \frac{n_i,0}{f_i} \right) \left( 1 - \frac{1}{f_i} \right)^{n_i,0-1} = \frac{n_i,0}{f_i} \left( 1 - \frac{1}{f_i} \right)^{n_i,0-1}.
\]

Then the probability that no tag is from the set \( L_i,0 \) and \( N_i,1 \) can be represented as:

\[
P_d = \left( 1 - \frac{1}{f_i} \right)^{n_i,0+l_i,0}.
\]

Thus, multiplying Eqn (6) and Eqn (7) yields the probability \( P_B \):

\[
P_B = P_c P_d = \frac{n_i,0}{f_i} \left( 1 - \frac{1}{f_i} \right)^{n_i,0+n_i,1+l_i,0-1}.
\]

The expected number \( \beta_i \) of the relations that indicates a tag is under \( r_i \)'s coverage is 

\[
\beta_i = f_i P_B = n_i,0(1 - \frac{1}{f_i})^{n_i,0+n_i,1+l_i,0-1}.
\]

**Corollary 1.** For a reader \( r_i \) in an arbitrary round, the expected number \( \varphi_i \) of the newly identified internal relations is

\[
\varphi_i = \left( \frac{1}{f_i} \right)^{n_i,0+n_i,1} \left[ l_i,0 + n_i,0 \left( 1 - \frac{1}{f_i} \right)^{l_i,0-1} \right].
\]

**Proof.** Obviously, combining Eqn (3) and Eqn (5) yields the result.

Then we analyze the expected number \( \rho_i \) of the external relations. From above discussion, we know the revealed relations of Rule 3 depend on the results of the other rules (Rule 1, Rule 2 and Rule 4), thus maximizing the efficiency of the other rules also facilitates the efficiency of Rule 3. Here we only consider the revealed external relations from Rule 4 to make an approximation.

**Lemma 3.** For the reader \( r_i \) in an arbitrary round, the expected number \( \rho_i \) of newly revealed external relations is:

\[
\rho_i = n_i,0 |Y(r_i)| \left( 1 - \frac{1}{f_i} \right)^{n_i,0+n_i,1+l_i,0-1} - \varepsilon_i,
\]

where \( \varepsilon_i \) is the number of relations which have been revealed in previous round and it is in the interval of \([0, n_i,0 |Y(r_i)| (1 - \frac{1}{f_i})^{n_i,0+n_i,1+l_i,0-1}]\).

**Proof.** If the reader \( r_i \) knows \( t_b \in N_i, \) each \( r_i \)'s non-neighboring reader \( r_j (r_j \in Y(r_i)) \) can easily infer \( t_b \notin N_j \). Therefore, once one relation about \( r_i \) is revealed, the server can infer up to \(|Y(r_i)|\) relations. From Lemma 2, we know that the expected number \( \beta_i \) of revealed relations that indicate a tag is under \( r_i \)'s coverage is \( n_i,0(1 - \frac{1}{f_i})^{n_i,0+n_i,1+l_i,0-1} \). Therefore, the expected number of relations that could be inferred is \( n_i,0 |Y(r_i)| (1 - \frac{1}{f_i})^{n_i,0+n_i,1+l_i,0-1} \). These relations fall into two types: the newly revealed and the previous revealed. Let the former be \( \varepsilon_i \), which ranges from 0 to \( n_i,0 |Y(r_i)| (1 - \frac{1}{f_i})^{n_i,0+n_i,1+l_i,0-1} \). Finally, subtracting the expected number of previous revealed relations yields the value of \( \rho_i \).

**Corollary 2.** For the reader \( r_i \) in an arbitrary round, the expected total number \( \lambda_i \) of newly revealed relations for the reader \( r_i \) is approximately

\[
\lambda_i \approx \left( 1 - \frac{1}{f_i} \right)^{n_i,0+n_i,1} \left[ l_i,0 + n_i,0 \left( 1 + |Y(r_i)| \right) \left( 1 - \frac{1}{f_i} \right)^{l_i,0-1} \right].
\]

**Proof.** From Eqn 2, the expected number of newly revealed relations can be represented as \( \lambda_i = \varphi_i + \rho_i \). From Corollary 1 and Lemma 3, we can have \( \varphi_i = (1 - \frac{1}{f_i})^{n_i,0+n_i,1} \left[ l_i,0 + n_i,0 (1 - \frac{1}{f_i})^{l_i,0-1} \right] \) and \( \rho_i = n_i,0 |Y(r_i)| (1 - \frac{1}{f_i})^{n_i,0+n_i,1+l_i,0-1} - \varepsilon_i \). Thus, the expected total number \( \lambda_i \) of newly revealed relations can be deduced as:

\[
\lambda_i = \varphi_i + \rho_i
\]

\[
= \Psi^8 \left( n_i,0 \left( 1 + |Y(r_i)| \right) \right) \left( 1 - \frac{1}{f_i} \right)^{l_i,0-1},
\]

where \( \Psi = 1 - 1/f_i \) and \( n_i = n_i,0 + n_i,1 \). Because \( \varepsilon_i \) is related to not only the set \( N_i,1 \) but also the set \( L_i,0 \) \((r_j \in Y(r_i))\), and each reader runs separately, we then omit the residual \( \varepsilon_i \) to make an approximate for \( \lambda_i \).

**Corollary 3.** When the parameter of frame size is set to \( f_i \) for the reader \( r_i \), the expected execution time in a round is

\[
\tau_i = f_i t_b.
\]

**Proof.** The frame size of a vector is set to \( f_i \). All the tags in the region of a reader transmit their vectors concurrently. We denote the transmission time of a bit as \( t_b \). The total time of sending the vector equals \( f_i t_b \). Thus, the expected execution time is \( \tau_i = f_i t_b \).

From Corollary 2 above, we get the equation of \( \lambda_i \). When the frame size is set as \( f_i \), the total execution time is represented in Eqn (12). Thus we can utilize the equations
As can be seen from the figure, the number of identified relations \( \lambda_i \) also increases with growing frame size \( f_i \) and fixing \( f_i \). When \( f_i = 6,000 \), \( \lambda_i \) is 13, 665, 17, 443 and 21, 220 with respect to \( |\Upsilon(r_i)| = 20 \), \(|\Upsilon(r_i)| = 30 \) and \(|\Upsilon(r_i)| = 40 \). To improve the efficiency running in parallel mode (the readers perform the execution simultaneously), the server could set the maximum among pre-calculated frame sizes for each reader in the system. Thus the server can increase the expected total number of newly revealed relations in each round without extra time.

### 5.3 Setting Optimal \( f_i \)

Now we derive how to set the frame size \( f_i \) to maximize the efficiency of IB. To achieve the maximal efficiency, the number of newly identified relations per unit time \( \Theta_i \) should be maximized. The Eqn (13) is hard to achieve the general algebraic solution to set the optimal frame size. However, it is a function with respect to \( f_i \) when the other parameters are foreknown. We can get the numerical solution to optimize frame size easily. The following lemma shows the interval of \( f_i \) to pursue the maximal efficiency \( \Theta_i \).

**Lemma 5.** The function \( \Theta_i \) has a unique maximum with respect to the frame size \( f_i \) ranges from \([ni_0 + ni_1 + 1, ni_0 + ni_1 + l_i, 0]\).

**Proof.** We first compute the derivatives of \( \Theta_i \) with respect to the frame size \( f_i \), as following:

\[
\frac{\partial \Theta_i}{\partial f_i} = \mu + \psi,
\]

where \( \Psi = 1 \) and \( n_i = n_i,0 + n_i,1 \).

The frame size \( f_i \) is greater than 0, so \( \Psi \in [0, 1) \). We then have both \( \Psi^{ni_1,0 + ni_1 - 1} > 0 \) and \( \Psi^{ni_1,0 - 1} > 0 \). Because the number of tags under \( r_i \)'s coverage zone is at least equal to 1, i.e. \( n_i = n_i,0 + n_i,1 \geq 1 \). The factor \( l_i,0 + n_i,1 - 1 \) is also greater than 0. Consider the number of non-neighbor readers \( |\Upsilon(r_i)| \), it can range from \([0, n - 1]\). Then we have \( 1 + |\Upsilon(r_i)| > 0 \). The value of both \( n_i,0 \) and \( l_i,0 \) are more than 0 except for the finishing of IB in which case the reader \( r_i \) identified all the tags (i.e. \( n_i,0 + l_i,0 = 0 \)). Therefore, the derivatives \( \frac{\partial \Theta_i}{\partial f_i} \geq 0 \) exists. The expected total number \( \lambda_i \) of newly revealed relations is the increasing function of the frame size \( f_i \).

From above corollary, we know as the increase of the frame size \( f_i \), \( \lambda_i \) always increases. Fig. 3(a) shows the tendency of \( \lambda_i \) with growing frame size \( f_i \), where we fix \( n_i,0 = 2,000, n_i,1 = 2,000, l_i,0 = 4,000 \) and \( l_i,1 = 2,000 \) and vary \(|\Upsilon(r_i)| \) from 0 to 50. It can be clearly seen that all the curves raise as the increasing of \( f_i \). For example, when \( f_i = 3,000 \) and \(|\Upsilon(r_i)| = 10 \), we have \( \lambda_i = 4,892 \). If \( f_i \) raises to 6,000, \( \lambda_i \) also increases to 9,887. As can be seen from the figure, the number of identified relations \( \lambda_i \) also shares the trend of steady rise, when varying \(|\Upsilon(r_i)| \) and fixing \( f_i \). When \( f_i = 6,000 \), \( \lambda_i \) is 13, 665, 17, 443 and 21, 220 with respect to \(|\Upsilon(r_i)| = 20 \), \(|\Upsilon(r_i)| = 30 \) and \(|\Upsilon(r_i)| = 40 \).
maximum. In the example, the interval ranges from 2,001 to 10,000. For the case with $|\mathcal{Y}(r_i)| = 0$, when $f_i = 2,040$, $\Theta_i$ attains the maximum 78. Also with revealing extra external relation, the greater $|\mathcal{Y}(r_i)|$, the higher efficiency of $\Theta_i$. Compared with $|\mathcal{Y}(r_i)| = 0$, if $|\mathcal{Y}(r_i)| = 50$, $\Theta_i$ achieves 235 revealed relations per microsecond. As illustrated in Table 3, when varying both $n_{i,0}$ and $l_{i,0}$ values and fixing $|\mathcal{Y}(r_i)| = 0$, the optimal frame size is also bounded with the interval $[n_{i,0} + n_{i,1} + l_{i,0}, n_{i,0} + n_{i,1} + l_{i,0}]$. For example, when $n_{i,0} = 3,000$ and $l_{i,0} = 4,000$, the optimal frame size is 3,837 which is at the interval $[3,001, 6,000]$. 

Table 3, when varying both $n_{i,0}$ and $l_{i,0}$ revealed relations per microsecond. As illustrated in 235 Compared with $|\mathcal{Y}(r_i)| = 0$, if $|\mathcal{Y}(r_i)| = 50$, $\Theta_i$ achieves 235 revealed relations per microsecond. As illustrated in Table 3, when varying both $n_{i,0}$ and $l_{i,0}$ values and fixing $|\mathcal{Y}(r_i)| = 0$, the optimal frame size is also bounded with the interval $[n_{i,0} + n_{i,1} + l_{i,0}, n_{i,0} + n_{i,1} + l_{i,0}]$. For example, when $n_{i,0} = 3,000$ and $l_{i,0} = 4,000$, the optimal frame size is 3,837 which is at the interval $[3,001, 6,000]$. 

The optimal vector size that minimizes the global execution time is determined by two factors: the number of revealed relations inferred by Rule 1-6 and the reader scheduling mode. In IB, we consider the former factor rather than the later. That is because to get the optimal reader scheduling is equivalent to finding a minimum coloring for the conflict graph, which has been proven to be an NP-Complete problem [29], [30]. Hence, by considering only the number of revealed relations, the optimal frame size and the minimize execution time for each reader are the local optimum instead of the global optimum. Even so, IB is still able to achieve the distribution inference in an efficient way. The detailed performance analysis can be seen in Section 8.

## 6 Cardinality Estimation

As mentioned in previous section, to set the optimal frame size, the server needs to estimate the cardinality for the set of tags (i.e., $\mathcal{N}_{i,0}$ and $\mathcal{L}_{i,0}$). Many estimation schemes have been proposed [31], [32] to achieve fast and reliable estimation. But utilizing those separate estimation protocols will increase the execution time. We propose an estimation scheme without extra time consuming by using the information identified in each round.

Consider the previous round of the reader $r_i$, there are $n_{i,0}$ tags actually in the set $\mathcal{N}_{i,0}$. Also $n_{i,1}$, $l_{i,0}$ and $l_{i,1}$ are the actual cardinality of the set $\mathcal{N}_{i,1}$, $\mathcal{L}_{i,0}$ and $\mathcal{L}_{i,1}$ respectively. To set the optimal frame size in each round, the server should know the number of them. Although the server can precisely count the number of $n_{i,1}$ and $l_{i,1}$, the number of $n_{i,0}$ and $l_{i,0}$ can hardly be known. So it must take the scheme as following to estimate the numbers which are denoted as $n_{i,0}$ and $l_{i,0}$.

In IB, the server will generate the reader vector $\mathbf{V}_i$ and the server array $\mathbf{A}_i$ for the reader $r_i$. Thus, utilizing the difference between $\mathbf{V}_i$ and $\mathbf{A}_i$ reveals tag relations. For example, in Fig. 2(b), the reader $r_2$ attains $\mathbf{V}_2 = \{100000110\}$. The server can ascertain two tags are in the scope of the reader $r_2$ with Rule 2. In this way, by counting how many tags are in the region of $r_2$ with Rule 2, we can estimate the cardinality.

From the Eqn (5), the expected number $\beta_i$ of the relations a tag is revealed by Rule 2 within the scope of the reader $r_i$ is $\beta_i = n_{i,0}(1 - 1/f_i)n_{i,0} + n_{i,1} + l_{i,0} - 1$. After the execution of previous round, the server easily ascertains the number $\Lambda_i$ of relations which are revealed by Rule 2 as follows:

$$\Lambda_i = n_{i,0} \left(1 - \frac{1}{f_i}\right)^{n_{i,0} + n_{i,1} + l_{i,0} - 1}$$

In the system, the total number of tags is $n$. So the relationship $n = n_{i,0} + n_{i,1} + l_{i,0} + l_{i,1}$ exists. The server utilizes the following estimator:

$$l_{i,0} = n - n_{i,0} - n_{i,1} - l_{i,1}$$

Therefore, combining the two equations above yields $\Lambda_i = n_{i,0}(1 - 1/f_i)^{n_{i,0} + n_{i,1} + l_{i,0} - 1}$. From the equation, we can derive:

$$n_{i,0} = \Lambda_i \left(1 - \frac{1}{f_i}\right)^{l_{i,0} + 1 - n}$$

Using the Eqn (16), the server estimates the number of tags $n_{i,0}$ which are determined without the scope of the reader $i$ in the previous round. We then denote $n_{i,0}^{\prime}$, $n_{i,1}^{\prime}$, $l_{i,0}^{\prime}$ and $l_{i,1}^{\prime}$ as the current round number of each set. The increasing number of identified tags in set $\mathcal{N}_{i,1}$ is $\Delta n_{i,1} = n_{i,1}^{\prime} - n_{i,1}$. Then the server infers the estimate number of the set $\mathcal{N}_{i,0}$ as follows:

$$n_{i,0}^{\prime} = n_{i,0} - \Delta n_{i,1}$$

$$l_{i,0}^{\prime} = n - n_{i,0} - n_{i,1} - l_{i,1}$$

The estimation scheme needs the reader vector of the previous round. For the first round of our protocol, we average the number of tags in each coverage of a reader. Therefore the server estimates the number as $n_{i,0} = \frac{n}{m}$ and $l_{i,0} = \frac{l}{m}$.

## 7 Implementation

In this section, we build a prototyping system by USRP-based readers and programmable WISP tags, and then implement IB protocol.

### 7.1 Prototype Setup

Due to the limitation of commercial RFID readers that provides little physical layer information interfaces, we build a tag distribution identification prototyping system based on the USRP software-defined platform and programmable WISP tags. Our test environment is shown in Fig.4(a). For more specifically, we implement the system with USRP1 based on Gen2 RFID project and WISP firmware. USRP1 in the prototype has two complete RF9X900 daughterboards which are designed for operation in the 900 MHz band. The RFID tag is implemented with the WISP programmable device based on the DL-WISP4.1 firmware. The WISP tag generally comprises three parts: the first part is the M-SP430F2132 microcontroller which can work in ultra-low power, the second part is an antenna circuitry which can gather and backscatter signals, and the third part is sensor which is not used in our system.
In the firmware of DL-WISP4.1, it has already complemented the most commonly used features of the EPCglobal Gen-2 standard (e.g., QUERY, ACK, SELECT). To transplant our protocol on the WISP tag, we extend the original firmware by adding tag distribution obtaining command (TDO) which signals the beginning of the obtaining round. Upon communicating with a tag, a reader must transmit a continuous RF wave (CW). Fig.4(b) shows communication between the USRP-based reader and a WISP tag as probed by command TDO. The tag does not transmit any energy, but it powers itself by technically harvesting the signal energy from CW. The backscattered tag response can be apparently seen as a blend of the reflected CW and the incident CW. After receiving TDO, the aggregated responses from tags can be decoded at the reader.

### 7.2 Synchronization

The RFID tag captures the energy in the reader’s RF signal to power itself up. On probing by the reader order, the tag transmits reply on the continuous wave. Theoretically, our protocol assumes that the transmissions of tags are synchronized. In practice, on concurrently replying to a reader’s query, each tag has different delay from the start of transmission. But the response offset in synchronization has little impact on the performance. Here, we use 10 WISP tags to measure the offsets.

Fig.4(c) shows the CDF of the initial offsets. The offset’s 50th percentile is 0.35µs. The 90th percentile of the offset is 0.72µs and the maximum is less than 1.4µs. When the default bit rate if 26.5Kb/s, a 1.4µs offset is about 3.71%. The synchronization accuracy is sufficient for the performance. Thus our protocol is tolerable to the offsets in the system.

### 7.3 Tag Distribution Identification

To test the practicability of our protocol with the USRP-based reader and WISP tags, we deploy a prototyping system with the same tag distribution as in the case example (Section 4.2.1). As defined, the system has 3 readers and 9 tags. The reader r1 and r3 are both adjacent to the reader r2. Due to the constrain of the number of the available USRP-based reader, we run the protocol in sequential mode. Thus we can perform the process of tag distribution obtaining for each reader one by one.

On being probed, the tags under the coverage of each reader reply signals concurrently. Fig. 4(d) plots the received signals at the readers. In the top of Fig. 4(d), due to the varied signal strength of different tags, the reader r1 receives the aggregated signals from tags with different magnitude. But in our protocol, the reader only needs to distinguish empty bit from busy bit. Thus the reader r1 easily interprets the signals to the reader vector V1 = ‘101000011’ which is the same result as the analysis in Section 4.2.1. In the middle and the bottom of Fig. 4(d), the reader r2 and r3 obtain V2 = ‘100001010’ and V3 = ‘100010101’ respectively. Note in the seventh bit of V2, both t2 and t8 reply ‘1’, the aggregated signal also can be identified apparently. The reader r2 interprets that the seventh bit of V2 is ‘1’. The readers can examine the state of each bit to gain the set of tags. The server then can adopt IB to infer the distribution of tags in the system.

### 8 PERFORMANCE EVALUATION

#### 8.1 Simulation Settings

We implement a simulator with Python to evaluate the performance of our protocol in large-scale systems. Our protocol is compared with the state-of-the-art protocols, including EDFSA [18], Protocol-3 [9], SFMTI [19], P-MTI [20] and BIC [12]. For fair comparison, we adopt the timing scheme defined in the EPCglobal C1G2 UHF tags [33] as the unit of the execution time for all protocols. The transmission rate of the tag is 53Kb/s. It takes 18.88µs to transmit a bit from a tag to a reader, i.e. tB = 18.88µs. The transmission rate of the reader is 26.5Kb/s. Any two consecutive transmissions are separated by a time interval of 302µs. Based on this we can calculate that the time for the reader to transmit an ID or a segment of allocation vectors is 3.927µs. In both Protocol-3 and SFMTI, the tags need to send 10-bit long responses for helping the reader to distinguish empty, singleton, and collision slots. Thus the length of a slot for this purpose is 18.88×10+302 = 490µs. We fix the parameter ρ = 1.68 (the optimal value) in SFMTI. Since BIC is designed to collect tag information and adopts Bloom filter, we set the length of sensor information 1 bit and the false positive probability of the Bloom filter p = 1×10−3 and p = 1×10−4 as the same setting in [12].

In our prototype system, the server can control readers to run protocols in either sequential mode or parallel mode. In the sequential mode, the reader starts the execution after the previous one finished. On the contrary, in the parallel mode, the readers perform the execution simultaneously. In the multi-reader cases, the communication conflict would exist. There are many existing reader scheduling algorithms [27], [28], which propose the conflict-free schedules for multi-reader cases. We can adopt those algorithms to arrange the identification sequence for the readers. Thus, we focus on two extreme cases that are sequential mode and parallel...
mode. On adopting the scheduling algorithms, the execution time is bounded at the range from the time of sequential mode to the time of parallel mode. Each simulation experiment was conducted for 100 times and then we report the averaged results of the independent trials.

8.2 Simulation Performance

In this subsection, we evaluate the performance of our protocol with the five protocols, i.e., EDFSA, Protocol-3, SFMTI, P-MTI, BIC \((p = 10^{-3})\), BIC \((p = 10^{-4})\) with various parameter settings. We first evaluate the execution efficiency under six fixed scenarios. Then we study the impacts of different parameters, i.e., the total number \(m\) of readers, the average number \(\mu\) of tags in each coverage, the standard deviation \(\sigma\) and the total degree \(d\) of the topology.

8.2.1 General Performance

In Table 4 and 5, we compare the execution time among EDFSA, Protocol-3, SFMTI, P-MTI, BIC \((p = 10^{-3})\), BIC \((p = 10^{-4})\) and IB under six fixed scenarios in both the parallel and sequential mode. In each scenario, we vary one factor and fix others to study an overview of the influence of each factor. We first evaluate the impact of \(m\), which fixes \(\mu = 2,000\) and \(\sigma = 500\), and varies \(m\) from 20 to 50. The total number of tags \(n\) is from 40,000 to 100,000. To keep the same of average degree, we also vary \(d\) from 20 to 50. Then we fix \(m = 50\) and \(d = 50\), and vary \(\mu\) from 2,000 to 4,000, \(\sigma\) from 500 to 1,000. The total number of tags \(n\) is from 100,000 to 200,000. At last, we fix \(m = 50\), \(\mu = 4,000\) and \(\sigma = 1,000\), and vary \(d\) from 50 to 0.

From the tables, we observe that IB performs better than the other six protocols. With different scheduling algorithms, the execution time will be bounded at the interval of the execution time of sequential mode (upper bound) and the execution time of parallel mode (lower bound). The performance gain of IB under different scenarios benefits from following design principles: (1) Instead of using only the application-level information, the inter-round physical signals are exploited in IB to extract more tag distribution information. (2) Instead of working individually, all readers in IB cooperate with each other to accelerate the identification process. (3) The more relations IB reveals in tag distribution through topology, the less time IB consumes.

But for EDFSA, Protocol-3, SFMTI, P-MTI and BIC protocols, the optimal frame size is determined by the number of tags in the reader’s coverage region or the number of tags in the system. Therefore, the different degrees of each reader will also have no impact on the total execution time. And the readers cannot work together and share their tag distribution information with each other.

To enable Protocol-3, SFMTI and P-MTI to tackle our problem, each reader must individually execute the missing tag identification protocols by taking the overall tags as input and treating tags outside its coverage as missing tags. This works but is time-consuming, since the length of the frames used in these protocols is proportional to the number of overall tags instead of local tags. Due to the huge performance gap and for the ease of presentation, we remove the comparison of EDFSA, Protocol-3, SFMTI and P-MTI in the following subsections.

8.2.2 Impact of \(m\)

Fig. 5 plots the execution time of different protocols as the reader number increases. Here we set the total number of tags in the system \(n = 10,000\). In the meantime, we fix \(\sigma = 0\), \(\mu = \frac{n}{40}\), \(d = 0\) and vary the number of readers \(m\) from 10 to 100. Generally, IB outperforms BIC in the parallel mode, as the increase of the reader number \(m\), the execution time of the three protocols have a sharp decline. But both BIC \((p = 10^{-3})\) and BIC \((p = 10^{-4})\) take more time on execution than IB. When \(m = 20\), the execution time of BIC \((p = 10^{-3})\) and BIC \((p = 10^{-4})\) are
0.34s and 0.38s respectively. In the meantime, IB finishes obtaining in 0.15s respectively. In the sequential mode, the total execution time of both IB and BIC have a slight increase as the rise of the reader number. Compared with BIC, IB can reduce execution time by up to 56.2% in the parallel mode and 62.1% in the sequential mode, respectively.

8.2.3 Impact of $\mu$

In Fig. 6, we evaluate the impact of the average tag number under each reader’s coverage $\mu$ among BIC ($p = 10^{-3}$), BIC ($p = 10^{-4}$) and IB. We fix $\sigma = 0$, $m = 20$, $d = 0$ and vary $\mu$ from 100 to 1,000. As shown in the figures, the execution time of all protocols shares a steady rise tendency as the average tag number increases in both parallel and sequential mode. However, IB uses less time than BIC. In more detail, when $\mu = 800$, IB consumes approximately 3.96s to complete the identification in sequential mode. While BIC ($p = 10^{-3}$) and BIC ($p = 10^{-4}$) consume about 11.06s and 12.40s. Compared with BIC, IB can reduce execution time by up to 64.9% in the parallel mode and 68.1% in the sequential mode, respectively.

8.2.4 Impact of $\sigma$

In Fig. 7, we evaluate the standard derivation $\sigma$ with respect to the execution time of BIC ($p = 10^{-3}$), BIC ($p = 10^{-4}$), and IB. In the simulation, we set the parameters $m = 50$, $\mu = 1,000$, $d = 50$, and vary $\sigma$ from 0 to 500. In the parallel mode (Fig. 7(a)), since the optimal frame size is constrained to the region of maximum tag number, all protocols share a steady rise as $\sigma$ increases. But in the sequential mode (Fig. 7(b)), all the protocols remain stable because the total number of the groups remains the same regardless of the variation $\sigma$. In either parallel mode or sequential mode, IB outperforms BIC. Compared with BIC, IB can reduce execution time by up to 48.1% in the parallel mode and 60.9% in the sequential mode, respectively.

8.2.5 Impact of $d$

We also evaluate the impact of the different degrees among BIC ($p = 10^{-3}$), BIC ($p = 10^{-4}$) and IB. Here we fix $\mu = 1,000$, $\sigma = 100$, $m = 50$ and vary $d$ from 0 to 4,000. Without losing generality, we generate the random topologies in the simulation. As shown in the Fig. 8, the more relations IB reveals in tag distribution through topology, the less time IB consumes. For example, when the degree $d$ decreases from 3,000 to 1,000 in sequential mode, both BIC ($p = 10^{-3}$) and BIC ($p = 10^{-4}$) share a stable execution time, but IB has a decline with 1.7s in the execution time respectively.

8.3 Performance Evaluation

8.3.1 Cardinality Estimation Scheme

To achieve the high efficiency in obtaining tag distribution, the server must set the optimal frame size by utilizing the cardinality of the sets $N_{i,0}$, $N_{i,1}$, $L_{i,0}$ and $L_{i,1}$. In our method, we propose the estimation scheme to attain the cardinality of the set $N_{i,0}$ and the set $L_{i,0}$. However, the estimated $n_{i,0}$ and $l_{i,0}$ may deviate from the actual value. In Fig. 9(a), we plot three scenarios to investigate the estimation error by running 500 times, varying $l_{i,0}$ from 1,000 to 20,000 and fixing $n_{i,0} = 1,000$. The estimation error has slightly increase with the increase of $l_{i,0}$, and is smaller than 0.8 in most cases. Then we plot Fig. 9(b) and 9(c) to investigate the impact of estimation error on the total execution time. The figure illustrates the results with $\mu = 1,000$, $\sigma = 0$, $m = 20$ and $d = 0$, and the estimation error varies from 0 to 0.8. Obviously, when no estimation error exists, the execution time is the shortest. But when the estimation error grows larger, the execution time only has a small increase. Thus, the estimation error is tolerable for our protocol IB.
can observe in all cases, IB can execute in no more than 16 rounds of the reader.

We then investigate the efficiency of IB in five fixed scenarios to have the total execution time in parallel mode. (c) Impact of estimation error on the total execution time in serial mode.

8.3.2 Efficiency Evaluation

We then investigate the efficiency of IB in five fixed scenarios. Since the standard deviation $\sigma$ varies among the readers in the system, we set $\sigma = 0$ in the five scenarios to have a clear investigation of the efficiency. For the simplicity of description, we only focus on the $i$-th reader. The settings of the five scenarios are shown in Table 6 and 7. We first fix $n_i = 2,000$, $d = 0$ and vary $m$ from 20 to 50. And then we fix $m = 50$ and vary $n_i = 4,000$. Table 6 plots the total rounds of the reader $r_i$ uses under the five scenarios. We can observe in all cases, IB can execute in no more than 16 rounds. On average, the reader $r_i$ finishes identification in about 10 rounds, which helps the server achieve high efficiency of the tag distribution identification. Table 7 plots the total vector size of the reader $r_i$ uses under five scenarios. We can observe that the total vector size increases as the increase of the total number of tags in the system.

9 Conclusion

This paper studies a new problem of how to efficiently explore tag distribution in multi-reader RFID systems. The problem is to fast identify the tag set beneath each reader, which is a fundamental premise of efficient product inventory and management. Only with such tag set information can we localize specific tags in a reader and expedite the tag query information collection. We present a sophisticated protocol IB that identifies the tag distribution based on information inference rules and the aggregated physical signals to improve operational efficiency. To validate the protocol efficiency, we build a prototype system, which is based on the Universal Software Radio Peripheral (USRP) platform and the Intel Wireless Identification and Sensing Platform (WISP), and then implement IB. From conducting extensive simulations, the evaluation results show that IB outperforms the state-of-the-art protocols.
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