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ABSTRACT
Measuring network path capacity is an important capability
to many Internet applications. But despite over ten years
of effort, the capacity measurement problem is far from be-
ing completely solved. This paper addresses the problem
of measuring network paths of asymmetric capacity with-
out requiring the remote node’s control or overwhelming the
bottleneck link. We first show through analysis and measure-
ment that the current packet-dispersion methods, due to the
packet size limitations, can only measure up to a certain de-
gree of capacity asymmetry. Second, we propose TRIO that
removes the limitation by using round-trip times (RTTs).
TRIO cleverly exploits two types of probes to obtain three
minimum RTTs to compute both forward and reverse capaci-
ties, and another minimum RTT for measurement validation.
We validate TRIO’s accuracy and versatility on a testbed and
the Internet, and develop a system to measure path capacity
from the server or user side.

Categories and Subject Descriptors: C.2.3 [Comp-
uter-Communication Networks]: Network Operations;
C.4 [Performance of Systems]: Measurement Techniques

General Terms: Measurement, Performance

Keywords: Network capacity, Bottleneck bandwidth,
Non-cooperative, Packet-pair dispersion, Packet delay

1. INTRODUCTION
Many network applications can benefit from the knowl-

edge of path capacity—the transmission rate of the slow-
est link in an end-to-end network path. For example,
network capacity is often one of the metrics required
in the diagnostic services offered by companies, such as
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SamKnows and OOKLA. Due to the proliferations of
ADSL, DOCSIS cable networks, VSAT, and others, the
path capacity is generally asymmetric with the down-
stream data rate (Cdn) different from the upstream’s
(Cup). For the xDSL technologies, their Cup/Cdn are
determined by many factors, such as the wire quality,
transmission distance, and different broadband offerings
(e.g., Cup/Cdn of 1/18 [5] and 0.5/20 [8] in Mbits/s),
and the data rates span a wide range [33].
Measuring asymmetric capacity is a challenging prob-

lem. To measure both forward capacity (from a mea-
suring node to the path’s remote node) and reverse ca-
pacity, a possible solution is to perform two one-way
measurements on the forward and reverse directions.
However, the one-way measurement tools [10, 16] usu-
ally require controlling both nodes of a path, thus mak-
ing this approach impractical for measurement with ar-
bitrary remote nodes. On the other hand, only few
tools—DSLprobe [14] and SProbe [32] based on packet-
dispersion methods, and the flooding-based method [15]—
can be used for measuring asymmetric capacity without
the remote node’s control, but their utility is limited by
the restrictions on packet size.
All existing tools for measuring asymmetric capacity

(AsymProbe [13], DSLprobe, SProbe, and the flooding-
based method) generally require setting probe packets
much larger (smaller) than response packets to mea-
sure the forward (reverse) capacity. Such requirement
introduces two serious limitations. First, they cannot
measure all degrees of capacity asymmetry, because the
packet size is upper bounded by the path MTU. Sec-
ond, they generally cannot support all measurement
scenarios, because they may not be able to elicit re-
sponse packets of the required size from the remote
node. For example, DSLprobe elicits only small TCP
RSTs (but not large response packets) from remote resi-
dential broadband users. Moreover, compared with the
packet-dispersion method, the flooding-based method
performs the measurement by sending high-rate packet
trains to saturate the bottleneck link, and the packet
rate limits the maximum capacity it can measure.
In this paper, we make three main contributions:
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Figure 1: The asymmetric capacity measurement model used in the paper.

1. Probe generalization We generalized the packet-
dispersion methods used by AsymProbe, DSLprobe, and
SProbe into round-trip probes (RTPs) and two-way probes
(TWPs), and conducted a detailed analysis for the prop-
erties and limitations of the two generalized probes un-
der different degrees of packet-size asymmetry. Our
analysis shows that the RTP’s dispersions underesti-
mate the path capacities in case of insufficient degrees
of packet-size asymmetry, and the TWP’s can measure
only the reverse capacity. To the best of our knowl-
edge, this paper is the first to generalize and analyze
the current packet-dispersion methods.
2. Method for measuring asymmetric capacity
We designed TRIO for measuring asymmetric capac-
ity without requiring the remote node’s control or over-
whelming the bottleneck link. TRIO exploits round-trip
times (RTTs) of RTPs and TWPs to estimate packet
dispersions indirectly. By doing so, TRIO still computes
forward and reverse capacities based on packet disper-
sions but can measure the capacities for any degree
of asymmetry without using asymmetric packet sizes.
To reduce measurement traffic, TRIO cleverly exploits
RTPs and TWPs to obtain three minimum RTTs (min-
RTTs) for estimating both forward and reverse capaci-
ties at the same time. A fourth minRTT can be addi-
tionally gleaned from RTPs to measure both faster-path
and slower-path capacities for measurement validation.
3. Implementation and evaluation of TRIO We
prototyped TRIO in a measuring system that can mea-
sure asymmetric capacities from the (web) server side
or (residential) user side without installing additional
software at the remote node. Our testbed and Inter-
net experiments evaluated TRIO over a wide range of
network environments and compared its accuracy and
versatility with AsymProbe, DSLprobe, and SProbe.
In §2, we first present a measurement model used in

this paper. In §3, we analyze the properties and limita-
tions of using the packet-dispersion method to measure
asymmetric capacity. In §4, we introduce TRIO and
its implementation. We evaluate TRIO’s accuracy and
compare TRIO with the existing tools based on testbed
and Internet experiments in §5. We discuss limitations
and possible extensions of TRIO in §6. After highlight-
ing previous works in §7, we conclude this paper in §8.

2. CAPACITY MEASUREMENT MODEL

2.1 Capacity metrics
This paper considers an n-hop round-trip path be-

tween a measuring node and a remote node. Figure
1(a) depicts the path by laying it out straightly; there-
fore, the measuring node is replicated at the right end,
and the remote node is located in the “middle” of the
path. The forward path consists of the first m hops,
and the reverse path the remaining n−m hops, where
1 ≤ m < n. The hth (h = 1, . . . , n) hop comprises the
node and its outgoing link with a transmission rate of
C(h) in bits/s. The figure also shows a forward bot-
tleneck hop (i.e., the hth

f hop) with capacity Cf and a

reverse bottleneck hop (i.e., the hth
r hop) with capacity

Cr. Def. 1 defines four path capacity metrics.

Definition 1. (End-to-end capacity metrics for an
n-hop round-trip path)
1. Forward capacity: Cf ≡ C(hf ) = min1≤h≤mC(h),

2. Reverse capacity: Cr ≡ C(hr) = minm+1≤h≤nC
(h),

3. Faster-path capacity: CB = max{Cf , Cr},
4. Slower-path capacity: Cb = min{Cf , Cr}.

The slower-path capacity is often referred to as round-
trip capacity. When Cf 6= Cr, the round-trip path is a
capacity-asymmetric path.
This paper considers the problem of measuring both

Cf and Cr of a capacity-asymmetric path by the mea-
suring node. The capacity-asymmetric path can be fur-
ther classified into fast-reverse (FR) path if Cf/r < 1

and fast-forward (FF) path if Cf/r > 1, where Cf/r =

Cf/Cr. The degree of capacity asymmetry obviously
decreases with Cf/r for an FR path but increases with

Cf/r for an FF path. For example, we consider the

scenario in Figure 1(b) in which the xDSL/cable with
Cup/Cdn < 1 is the bottleneck for both forward and
reverse paths. Therefore, if the measurement is per-
formed on the xDSL/cable side, its path is an FR path
(i.e., Cf/r = Cup/Cdn). However, if the measurement

is performed on the server side, its path is an FF path.

2.2 Measurement model
The measuring node measures the path capacity by

injecting a sequence of probes, each of which comprises



a group of one or more probe packets, to the remote
node. Each probe in turn elicits one or more response
packets from the remote node. As will be seen next,
the capacity is measured based on the response packets’
dispersion or RTTs. Besides the measurement traffic,
the path also admits cross traffic that enters and ex-
its from arbitrary hops of the path. In our analysis in
§3 and §4, unless stated otherwise, we adopt the follow-
ing assumptions, which are commonly found in previous
works (e.g., [24, 18, 12]).

1. Both the forward and reverse paths are static and
unique during the measurement.

2. Each node is a store-and-forward device using a
FCFS queueing discipline.

3. All the probe and response packets are received
successfully. Combining with (1)-(2) also implies
that the probe (or response) packets arrive at the
remote (or measuring) node in the original order.

4. The processing delay is negligible when compared
with the transmission delay and propagation delay
at each hop.

5. The probes are sufficiently spaced out that the first
packet in a probe is never delayed by the preceding
probe, and similarly for the response packets.

3. GENERALIZED PROBES
To motivate the design of TRIO, in this section we

analyze the properties and limitations of the current
packet-dispersion methods used by SProbe [32], Asym-
Probe [13], and DSLprobe [14] for asymmetric capacity
measurement. It is important to note that they (and
TRIO) are special instances of two generalized prob-
ing methods: round-trip probes (k-RTP) and two-way
probes1 ((v, k)-TWP), where k and v are configurable
parameters. Table 1 shows that all three methods use
k-RTP for forward-path measurement. For the reverse-
path measurement, SProbe uses (0,1)-TWP, and the
other two use k-RTP.

3.1 k-round-trip probe

3.1.1 Packet dispersion and capacity estimates

Figure 2(a) illustrates the k-RTP, where k ≥ 0. To
measure the capacity, the measuring node dispatches
k + 1 back-to-back probe packets {pj−k, . . . , pj}, each
of which elicits a single response packet from the remote
node. To reduce the notations, we also use pj to refer
to the response packet elicited by pj . The capacity is
computed based on the response packets’ dispersion,
denoted by δj−k,j , which is the time elapsed between
receiving the first response packet and the last. For
k = 1, the probe is usually known as a packet pair,

1As will be clear shortly, “two-way” means that both the
measuring and remote nodes dispatch back-to-back packets
to the forward and reverse paths, respectively.

and the dispersion as packet-pair dispersion (PPD). For
k > 1, the probe is a packet train, and the dispersion is
known as packet-train dispersion (PTD). We also let Sf

and Sr be the respective sizes of the probe and response
packets in bits, and Sf/r = Sf/Sr be the degree of
packet-size asymmetry.
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Figure 2: Two generalized probing methods for
measuring asymmetric capacity.

Lemma 1 gives the packet dispersion obtained by the
k-RTP method when the probe and response packets
are not interfered by cross traffic. Note that the disper-
sion is either the dispersion generated by the hth

f hop

or that by the hth
r hop. To measure the forward capac-

ity, it is therefore necessary to set Sf/r > 1 in order
to obtain the forward dispersion. Similarly, it is neces-
sary to set Sf/r < 1 for measuring the reverse capacity.
Furthermore, Prop. 1 uses the result in Lemma 1 to ob-
tain the conditions for gaining the correct dispersions
for forward and reverse capacity estimations.

Lemma 1. Consider that none of the probe and re-
sponse packets in a k-RTP suffers from queueing delay
induced by cross traffic throughout the path. The unbi-
ased packet dispersion is given by

δj−k,j = max
h=1,...,n

{kX(h)} = k ×max{X(hf), X(hr)}, (1)

where X(h) = S/C(h) is the time of transmitting a
packet of size S at the hth hop. X(hf)(= Sf/Cf ) and

X(hr)(= Sr/Cr) are the forward PPD and reverse PPD,
respectively.

Proof. By extending the result in [13] for the PPD,
we obtain Eqn. (1).

Proposition 1. Given the same assumptions in Lemma 1,
1. If the packet sizes satisfy Sf/r ≥ Cf/r, the forward

capacity can be obtained by Cf = (kSf )/δj−k,j .
2. If the packet sizes satisfy Sf/r ≤ Cf/r, the reverse

capacity can be obtained by Cr = (kSr)/δj−k,j .

Proof. We obtain the results by substitutingX(hf ) =
Sf/Cf and X(hr) = Sr/Cr in the right hand side of
Eqn. (1).

3.1.2 Measurement limitations

Unfortunately, practical path MTUs limit the degree
of packet-size asymmetry to the extent that the condi-
tions in Prop. 1 may not hold. Let Smax and Smin be
the maximally and minimally permitted packet sizes.



Table 1: The methods (1–3) and capabilities (4–6) of the existing tools and TRIO for measuring
asymmetric capacity. The X

∗ means that the tool works for only some measurement scenarios.

AsymProbe [13] DSLprobe [14] SProbe [32] TRIO

1. Probes for measuring Cf 1-RTP (Sf > Sr) k-RTP (Sf /Sr = Smax/Smin) 1-RTP (Sf/Sr = Smax/Smin) 0-RTP & (1, 0)-TWP
2. Probes for measuring Cr 1-RTP (Sf < Sr) k-RTP (Sf = Sr = Smin) (0, 1)-TWP (Sr = MSS) (1, 1)-TWP
3. Measurement data Packet dispersion Packet dispersion Packet dispersion Packet delay

4. FF path (Cf ,Cr) (X∗,X) (X∗,X) (X∗,X) (X,X)
5. FR path (Cf ,Cr) (X,X∗) (×,×) (X,X) (X,X)
6. Non-cooperativeness No Yes Yes Yes

Thus, Smin/Smax ≤ Sf/r ≤ Smax/Smin. Furthermore,
using Sf/r ≥ 1 for Cf and Sf/r ≤ 1 for Cr , we enumer-
ate in Table 2 six possible scenarios of using k-RTP to
measure the capacities of FF and FR paths. It is clear
that (1)-(4) give the correct estimates, because they sat-
isfy the conditions in Prop. 1, but (I) and (II) do not
due to the insufficient degree of packet-size asymmetry.

Table 2: The six scenarios of using k-RTP to
measure Cf and Cr for FF and FR paths.

FF path (Cf/r > 1) FR path (Cf/r < 1)

Measuring Cf Sf/r ≥ Cf/r > 1 (1) Sf/r ≥ 1 > Cf/r (3)
(Sf/r ≥ 1) Cf/r > Sf/r ≥ 1 (I)

Measuring Cr Sf/r ≤ 1 < Cf/r (2) Sf/r ≤ Cf/r < 1 (4)
(Sf/r ≤ 1) Cf/r < Sf/r ≤ 1 (II)

For both cases (I) and (II), the measuring node under-
estimates the faster-path capacity due to the packet dis-
persion resulted from the slower-path bottleneck. To see
the reason, consider Figure 3(a) which shows a failure
scenario for measuring forward capacity. Since Cf/r >

Sf/r (case (I)), the measuring node actually obtains the
reverse (instead of forward) dispersion which will result
in an underestimated forward capacity. Figure 3(b),
on the other hand, shows a failure scenario for measur-
ing reverse capacity, where Cf/r < Sf/r (case (II)). The

measuring node actually obtains the forward (instead of
reverse) dispersion, and the incorrect dispersion, similar
to case (I), will underestimate the reverse capacity.
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Figure 3: Examples for (I) and (II) in Table 2.

To be more concrete, we consider Smax/Smin = 1518/64
(the maximum and minimum Ethernet frame sizes in
bytes) for capacity measurement. According to Prop. 1,
we set Sf/r = 1518/64 = 23.72 for measuring forward
capacity and Sf/r = 64/1518 = 0.042 for reverse ca-

pacity. However, some ADSL services (e.g., [8]) provide
data rates of Cup/Cdn = 0.5/20. Therefore, the case
(I) error is expected when measuring paths to a remote
user using the ADSL service, because Sf/r < Cf/r =

Cdn/Cup = 40. Similarly, the case (II) error will oc-
cur for reverse capacity measurement when the mea-
suring node is the ADSL user, because Sf/r > Cf/r =

Cup/Cdn = 0.025.
Using Sf or Sr larger than path MTU introduces se-

rious problems to the k-RTP measurement, because the
probe or response packets will be fragmented along the
path. When the fragmentation occurs before a bottle-
neck, the additional fragments’ IP headers will increase
the packet dispersion obtained by the measuring node.
Therefore, the measuring node should obtain the resul-
tant packet size for the k-RTP measurement, but know-
ing the new Sf generally requires capturing all probe
fragments from the remote node. The packet disper-
sion can also be biased by the post-bottleneck fragmen-
tation, because the fragments may queue one another
at a post-bottleneck link due to the size increase.

3.1.3 Testbed evaluation

We evaluated the impact of insufficient degree of packet-
size asymmetry in a testbed depicted in Figure 4. It was
configured with a 12-hop round-trip path (n = 12), con-
sisting of a probe sender as the measuring node, a web
server running Apache v2.2.3 as the remote node, three
cross-traffic clients X1−X3, and five forwarding devices:
two Linux 2.6.26 routers R1−R2 and three 100-Mbits/s
Ethernet switches S1 − S3.

R2R1

Probe

sender

100Mbits/s

Ethernet switch
Linux router

Cross-traffic

client

1st 2nd 3rd 4th 5th 6th

12th 11th 10th 9th 8th 7th

Forward path

Reverse path

S1 S2 S3

X1 X2 X3

Web

server

Probe/response traffic

Cross traffic

Figure 4: The testbed topology.

Each cross-traffic client generated forward (or reverse)
cross traffic to the cross-traffic client on the right (or



left) to emulate a fixed loading rate ρ of 20% on the
corresponding path segment. Similar to [16], the inter-
arrival times of the packets follow the Pareto distri-
bution with a shape parameter of α = 1.9 (i.e., infi-
nite variance), and the IP packet size is uniformly dis-
tributed over [40, 1500] bytes. The probe sender dis-
patched a sequence of Poisson-modulated 1-RTPs with
a mean probing rate of 2 Hz. It was equipped with a
DAG card [3] to obtain RTTs in microsecond resolution
(which is limited by libpcap [9]).
FR path We emulated an FR path by running Click
v1.8 [1] at R1. As a result, R1’s link to S2 was the
forward bottleneck link with Cf = C(3) = 1 Mbit/s,
and R1’s link to S1 the reverse bottleneck link with
Cr = C(11) = 24 Mbits/s. The Click router was also
configured to set the RTT between the probe sender
and web server to 300ms. We used IP packet sizes
Smax/Smin = 1500/240 (in bytes) to obtain 3500 es-
timates for the forward and reverse capacities without
using any cross-traffic filtering technique.
Figure 5(a) plots the CDFs of the capacity measure-

ment results. It shows that the 1-RTP measurement
for forward capacity (case (3)) is very accurate: 99%

of the estimates (denoted by Ĉf ) fall within [0.87,1.10]
Mbits/s. However, the 1-RTPmeasurement significantly
underestimates the reverse capacity (case (II)) with 99%

of the estimates (denoted by Ĉr) falling within [3.63,14.18]

Mbits/s. Moreover, we notice a large variation in Ĉr,
which could be reduced by applying a filtering technique
(e.g., [20]). We have also included Ĉ∗

r = Smin/δj−1,j

which estimates reverse capacity using Smin (instead of

Smax). Therefore, Ĉ
∗
r ’s CDF is just a left shift of Ĉr’s,

and it actually measures Cf . As a result, Ĉf ’s and Ĉ∗
r ’s

CDFs are close to each other.
FF path We ran another set of experiments by des-
ignating R2 to emulate an FF path. We first restored
R1’s link capacities (C(3) and C(11)) to 100 Mbits/s and
ran Click at R2 to emulate Cf = C(5) = 24 Mbits/s and

Cr = C(9) = 1 Mbit/s. Other parameters remained un-
changed. Figure 5(b) shows that the 1-RTP measure-
ment for reverse capacity (case (2)) is very accurate:

99% of Ĉr fall in [0.73,1.01] Mbits/s. However, the for-
ward capacity (case (I)) is significantly underestimated

with 99% of Ĉf in [1.18,6.75] Mbits/s. We have also

included Ĉ∗
f = Smin/δj−1,j which estimates forward ca-

pacity using Smin. Similar to the FR path, Ĉr’s and

Ĉ∗
f ’s CDFs are close to each other, because the disper-

sion is actually determined by the reverse bottleneck.

3.2 (v, k)-two-way probe
Figure 2(b) shows a (v, k)-TWP (where v, k ≥ 0)

which comprises a sequence of v+1 back-to-back probe
packets {pu−v, . . . , pu}. The probe packets are cus-
tomized to induce from the remote node a sequence
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Figure 5: CDFs of the capacity estimates ob-
tained from 1-RTPs with Smax/Smin = 1500/240
(in bytes) for two capacity-asymmetric paths.

of k + 1 back-to-back response packets {rj−k, . . . , rj}
upon pu’s arrival. However, the remote node will ig-
nore other preceding probe packets. Therefore, we can
regard {rj−k, . . . , rj} as a “curtailed” k-RTP dispatched
by the remote node to the measuring node. Assuming
that the sequence of response packets do not experi-
ence queueing delay caused by cross traffic on the re-
verse path, it is straightforward to derive from Eqn. (1)
the unbiased packet dispersion of {rj−k, . . . , rj} (where
k > 0) observed by the measuring node:

δj−k,j = max
h=m+1,...,n

{kX(h)} = kSr/Cr. (2)

The measuring node can therefore estimate the reverse
capacity by kSr/δj−k,j .
Although (v, k)-TWPs are only for measuring the re-

verse capacity, the TWP measurement has two attrac-
tive properties. First, the reverse capacity estimation is
independent of the probe packets preceding pu. As will
be shown in the next section, this property is exploited
by TRIO to use the same TWP to measure both forward
and reverse capacities. Second, Eqn. (2) shows that the
packet dispersion of {rj−k, . . . , rj} is independent of the
forward dispersion. Thus, the reverse capacity estima-
tion is immune from the case (II) error.
To evaluate the quality of the TWP measurement, we

configured the testbed in Figure 4 with Cf/r = 1/24 (in

Mbits/s) using R1 and measured reverse capacity using
(0, 1)-TWPs and (1, 1)-TWPs with Sf ∈ {240, 1500}
bytes (to induce different forward PPDs) and Sr = 1500
bytes. Other configuration settings were unchanged.
Similar to before, we did not apply any cross-traffic fil-
tering technique to the analysis. As recalled, the previ-
ous 1-RTP measurement fails to obtain correct disper-
sion for this FR path due to the case (II) error.
Figure 6 shows that more than 60% of the TWPs

obtain Ĉr with less than 2% of error, regardless of the
number of probe packets and probe packet size. The
TWP measurement also does not overestimate the re-
verse capacity, because the cross traffic did not exist
after the reverse bottleneck that would otherwise com-
press the PPD [16]. The underestimation, on the other
hand, was the result of expanding the PPD by the cross
traffic present at or before the reverse bottleneck.
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tained by (0, 1)-TWPs and (1, 1)-TWPs with Sf ∈
{240, 1500} bytes, Sr = 1500 bytes, and ρ = 20%.

3.3 AsymProbe, DSLprobe, and SProbe
Table 1 summarizes the probing methods, packet sizes,

and measurement data (under (1)-(3)) used by Asym-
Probe, DSLprobe, SProbe, and TRIO, and their mea-
surement capabilities (under (4)-(6)). AsymProbe, DSL-
probe, and SProbe all use the k-RTPs to measure for-
ward capacity by setting Sf > Sr. Based on the packet
dispersion, they estimate the capacity by kSf/δj−k,j .
However, due to the case (I) error, none of them can
measure the forward capacity of FF paths accurately
for all measurement scenarios. Therefore, we highlight
this by X

∗ for Cf in row 4 of the table. AsymProbe
and DSLprobe also use the k-RTPs with Sf ≤ Sr for
measuring reverse capacity by kSr/δj−k,j . Therefore,
the case (II) error will affect their results for FR paths,
as indicated by X

∗ for Cr in row 5 of the table. Finally,
based on the choices of Sf and Sr, it is not difficult to
see that DSLprobe is designed only for FF paths.
Table 1 also shows that SProbe is the only tool that

exploits the (v, k)-TWP (with v = 0 and k = 1) to mea-
sure reverse capacity. SProbe dispatches an HTTP GET

request to induce a pair of Sr-byte TCP data packets
from a web server for the measurement, where Sr de-
pends on the negotiated TCP maximum segment size
(MSS). However, our empirical evaluation of SProbe (to
be presented in §5) shows that its reverse-path measure-
ment is often inaccurate, because the response packets
are not dispatched consecutively.

4. TRIO
Table 1 shows that TRIO is designed for both FF and

FR paths. Figure 7 illustrates a TRIO’s probe which
consists of a 1-RTP and a (1, 1)-TWP. For the 1-RTP,
two back-to-back probe packets (pR0 and pR1 ) are dis-
patched, and each elicits a response packet. For the
(1, 1)-TWP, two back-to-back probe packets are also
dispatched (pT0 and pT1 ), but only pT1 elicits two re-
sponse packets (rT0 and rT1 ). The only requirement
on the packet size is that all probe packets share the
same size and that all response packets share the same
size. To ease the discussion, we simply assume that
Sf = Sr = S. The results below can be easily adapted
for Sf 6= Sr.
Unlike the existing methods, TRIO does not mea-
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Measuring

Remote (1,1)-TWP
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Figure 7: A TRIO’s probe consisting of a 1-RTP
and a (1, 1)-TWP.

sure the packet dispersion directly. Instead, it mea-
sures three RTTs—dR0, dT0, and dT1—from the RTP
and TWP as shown in Figure 7. Specifically, it uses dR0

and dT0 to estimate forward capacity, and dT0 and dT1

reverse capacity. An important advantage of admitting
RTT as the basic unit for capacity measurement is re-
moving the case (I) and case (II) errors. As a result,
TRIO can measure both FF and FR paths with any de-
gree of capacity asymmetry. Another advantage, as will
be shown shortly, is the ability of filtering RTT samples
that are biased by cross traffic.
There are two important points worth noting about

TRIO’s measurement methods. First, as shown in Ta-
ble 1, using 0-RTP and (1, 0)-TWP in fact suffices for
the sole purpose of measuring forward capacity, because
they can provide dR0 and dT0, respectively. However,
TRIO uses (1, 1)-TWP instead to measure reverse ca-
pacity at the same time. Second, TRIO uses 1-RTP
(instead of 0-RTP in Table 1) to additionally obtain
dR1 which, as we will see in §4.4, is used for measure-
ment validation. Since dR1 is optional for the capacity
measurement, we use dotted lines for the corresponding
probe and response packets in Figure 7.

4.1 Preliminaries
This section provides preliminaries for the analysis

in the next section. We consider a pair of back-to-
back packets {pj−1, pj} with identical packet size S dis-
patched from the measuring node to traverse an n-hop
network path. Let dj be the packet delay for pj (which
is for the second probe packet and its elicited response
packet) to complete the n-hop traversal. Then,

dj =

n
∑

h=1

(X(h) + T (h) + w
(h)
j ) = D(n) +

n
∑

h=1

w
(h)
j , (3)

where D(n) =
∑n

h=1(X
(h) + T (h)) is the constant for-

warding delay comprising at each hop a constant trans-
mission delay X(h) and a constant delay of T (h) for
propagating the packet to the next hop. The component

w
(h)
j is the queueing delay introduced by the packets at

the “head” of the queue upon pj ’s arrival at the hth

hop. Lemma 2 gives the second packet’s total queueing
delay, and the proof is given in the Appendix.

Lemma 2. Consider that a pair of back-to-back pack-
ets {pj−1, pj} are dispatched from the measuring node
to traverse an n-hop path (n ≥ 1), and they do not en-



counter any cross-traffic-induced queueing delay on the
path. Then, pj’s total queueing delay is given by

n
∑

h=1

w
(h)
j = max

h=1,...,n
{X(h)}. (4)

4.2 Measuring asymmetric capacity
To measure the forward and reverse capacities, TRIO

first obtains the minimums of dR0, dR1, dT0, and dT1

from a sequence of 1-RTPs and (1, 1)-TWPs. A probe
packet’s minRTT is the RTT experienced by the probe
packet and the elicited response packet, neither of which
encounters cross-traffic-induced queueing delay on the
path [12]. However, the minRTT could still include the
queueing delay induced by the preceding packets be-
longing to the same probe. By sending a sufficiently
long sequence of probes, we assume (similarly as [17,
25]) that the minimum observable values of dR0, dR1,
dT0, and dT1 from the sequence converge to their cor-
responding minRTTs, which are given in Lemma 3.

Lemma 3. A sequence of adequately spaced 1-RTPs
and (1, 1)-TWPs with Sf = Sr = S are dispatched on
an n-hop round-trip path with Cf and Cr. Then, the
minimums of dR0, dR1, dT0, and dT1 are given by

min {dR0} = D(n), (5)

min {dR1} = D(n) +max
{

S/Cf , S/Cr

}

, (6)

min {dT0} = D(n) + S/Cf , (7)

min {dT1} = D(n) + S/Cf + S/Cr. (8)

Proof. According to Eqn. (3), the four minRTTs
contain the same D(n) (due to fixed packet size and
unique network path) but different amounts of queueing

delay (
∑n

h=1 w
(h)
j ).

For Eqns. (5)-(6) Since pR0 is never queued behind any

packet on the path,
∑n

h=1 w
(h)
R0 = 0. For the minimum

of dR1, since p
R
1 is sent back to back after pR0 to traverse

all the hops of the path, using Lemma 2,

n
∑

h=1

w
(h)
R1 = max

h=1,...,n
{X(h)} = max{S/Cf , S/Cr}.

For Eqns. (7)-(8) Since {rT0 , r
T
1 } are both elicited by

pT1 , their forward-path queueing delays (introduced by

pT0 ) are the same (i.e.,
∑m

h=1 w
(h)
T0 =

∑m
h=1 w

(h)
T1 ). Using

Lemma 2 for h = 1, . . . ,m,

m
∑

h=1

w
(h)
T0 =

m
∑

h=1

w
(h)
T1 = max

h=1,...,m
{X(h)} = S/C

(n)
f .

Their reverse-path queueing delays are, however, dif-
ferent. For the minimum of dT0, since rT0 is never
queued behind any packet on the reverse path, we have
∑n

h=m+1 w
(h)
T0 = 0. On the other hand, since rT1 tra-

verses the reverse path after rT0 , we apply Lemma 2 for

h = m+ 1, . . . , n to yield

n
∑

h=m+1

w
(h)
T1 = max

h=m+1,...,n
{X(h)} = S/C(n)

r .

We therefore obtain Eqns. (5)–(8) by substituting the
respective queueing delays in Eqn. (3).

With the minRTTs, it is straightforward to obtain the
four capacities in Prop. 2 by subtracting the respective
minimum delays in Lemma 3.

Proposition 2. Given the minimums of dR0, dR1,
dT0, and dT1, the four capacities can be computed as

Cf = S/(min{dT0} −min{dR0}),

Cr = S/(min{dT1} −min{dT0}),

CB = S/(min{dT1} −min{dR1}),

Cb = S/(min{dR1} −min{dR0}).

4.3 Implementation
We implemented TRIO using HTTP/OneProbe’s prob-

ing technique [28] to provide both client-side and server-
side measurements for asymmetric capacity. The client-
side measurement allows a user to measure asymmet-
ric capacity of the network path to any remote web
server. Each probe packet sent by TRIO is a TCP
data packet that carries a legitimate HTTP GET re-
quest; each response packet elicited from a web server
is also a TCP data packet that contains the requested
HTTP data. Therefore, each 1-RTP is the same as an
HTTP/OneProbe’s probe. To implement (1, 1)-TWP,
we modified the HTTP/OneProbe’s probe by inserting
a zero receive window (rwnd) in the first probe packet
and a (2×MSS)-byte rwnd in the second probe packet.
The server-side measurement, on the other hand, en-

ables a user to perform capacity measurement without
installing TRIO. To this end, TRIO serves as a web
server to listen for incoming HTTP requests from re-
mote web clients. Upon receiving an HTTP request,
TRIO replies with an HTTP response that instructs the
client’s browser to launch a Flash object downloaded
from TRIO. The Flash object enables the browser to
establish a separate TCP connection with TRIO and
respond to TRIO’s probes. An alternative approach is
to deploy a Java applet in the client’s browser, but the
Java implementation limits the sending rate [23] and
thus the maximum capacity measured by TRIO.

4.4 Self-diagnosis tests
To improve the measurement accuracy, TRIO per-

forms three types of self-diagnoses.
Packet loss and reordering Using HTTP/OneProbe
[28], TRIO can detect loss and reordering of individ-
ual probe and response packets that could significantly
affect the measurement accuracy [31]. TRIO therefore



removes all packet pairs that do not elicit the expected
TCP response packets to ensure that all RTT samples
used for the capacity measurement come from lossless
and order-preserved probe and response packets.
Incorrect minRTT estimates Incorrect estimates of
the minimums of dR0, dR1, dT0, and dT1 will seriously
affect the measurement accuracy. TRIO validates the
minRTT estimates based on the following inequality:

min {dR0} < min {dT0} ≤ min {dR1} < min {dT1}, (9)

which can be easily observed from Lemma 3.
Incorrect capacity estimates Given the four capac-
ity estimates (Ĉf , Ĉr, ĈB, and Ĉb), TRIO can further
validate their accuracy by performing internal valida-
tion based on Eqns. (10)-(11). If either equation cannot
be fulfilled (to a certain precision) after sending a pre-
defined number of probes, it is likely that the minRTT
estimates have yet to converge.

Ĉb = min{Ĉf , Ĉr}, (10)

ĈB = max{Ĉf , Ĉr}. (11)

To sum up, if Eqn. (9), Eqn. (10), or Eqn. (11) does
not hold, TRIO invalidates the current capacity esti-
mates and keeps sending more probes until the three
equations are fulfilled.

5. EVALUATION
We evaluated TRIO empirically and compared it with

AsymProbe, DSLprobe, and SProbe, whenever possi-
ble, both in a testbed and real Internet paths. Com-
pared with the evaluation studies reported in the exist-
ing literature [32, 13, 14], our evaluation considers more
general scenarios, including both FF and FR paths, and
different degrees of capacity asymmetry.

5.1 Testbed evaluation
We expanded the testbed in Figure 4 by inserting a

Linux router R3 and a 100-Mbits/s Ethernet switch S4

between S3 and the web server and attaching a cross-
traffic client X4 to S4. We designated R1 to emulate
eight different cases of capacity asymmetry and a fixed
RTT of 300ms, and imposed a loading rate ρ of 20% on
the corresponding path segments. Other configuration
settings remained unchanged. As shown in Table 3, the
first four cases correspond to FF paths, whereas the
next four cases FR paths.
The probe sender ran AsymProbe, DSLprobe, and

SProbe with most of their default configuration set-
tings unchanged for 30 times. To obtain a fair com-
parison, we set Smax/Smin = 1500/40 (the maximum
and minimum IP packet sizes in bytes) for all of them
to achieve the greatest packet-size asymmetry. We also
repeated the experiments with TRIO that dispatched
an interleaved sequence of Poisson-modulated 1-RTPs
and (1, 1)-TWPs with S = Smax and a mean probing

rate of 2 Hz for 300 seconds. Moreover, we discounted
DSLprobe’s reverse capacity estimates by a factor of
2.65 [14] for adjusting the layer-2 overhead due to the
ADSL link. To compute layer-two (Ethernet) capacity,
we then applied a factor of 1518/1500 to its forward
capacity estimates and a factor of 64/40 to its reverse
capacity estimates. Similarly, we applied the factor of
1518/1500 to the forward capacity and reverse capacity
estimates obtained by AsymProbe, SProbe, and TRIO.
Table 3 shows the evaluation results in terms of the

means and 95% confidence intervals of Ĉf and Ĉr. We

boldfaced those results with a relative difference—|E[Ĉf ]−

Cf |/Cf or |E[Ĉr]−Cr|/Cr—greater than 0.1. The over-
all results are consistent with the analytical results dis-
cussed in the last two sections: (1) TRIO’s capacity es-
timates are accurate for all scenarios, (2) AsymProbe’s
capacity estimates are accurate, except for high degrees
of capacity asymmetry, (3) DSLprobe’s capacity esti-
mates are accurate for some cases under FF paths, and
(4) SProbe’s capacity estimates are accurate only for
forward capacity for some cases under FF and FR paths.
AsymProbe Since AsymProbe uses 1-RTP for both
forward-path and reverse-path measurements, it is ex-
pected to encounter the case (I) error for the FF path
with Cf/r = 20/0.512 and the case (II) error for the FR

path with Cf/r = 0.512/20 based on Table 2.

DSLprobe For a similar reason, DSLprobe should en-
counter the case (I) error for the FF path with Cf/r =

20/0.512, but it turned out that DSLprobe did not re-
port the forward capacity estimate. A study of the
DSLprobe’s source code [4] reveals that a sanity check
withholds the forward capacity estimation when the ob-
served forward dispersion is either less than 1.3 times
(i.e., 1500/20 < 40/0.512× 1.3 in this case) or greater
than 15 times of the observed reverse dispersion. For
the FR paths, the reverse capacity estimates are inac-
curate, because DSLprobe uses Sf = Sr for the reverse-
path measurement, and the forward capacity estimates
were all rejected by the sanity check.
SProbe Similarly, SProbe underestimates the forward
capacity for the FF path with Cf/r = 20/0.512, because

of the case (I) error. It is also surprising to see that
its forward capacity estimates’ accuracy decreases with
Cf . This observation indicates that its forward-path
measurement is sensitive to the cross-traffic interference
when the forward PPD is small. Moreover, SProbe un-
expectedly underestimates the reverse capacity for all
scenarios. Inspecting the server-side raw packet traces
reveals that the HTTP GET request failed to elicit back-
to-back response packets, which was probably due to
the server’s limited TCP congestion window (cwnd). On
the other hand, using HTTP/OneProbe’s probing tech-
nique [28], TRIO ensures that the server has a sufficient
cwnd to dispatch back-to-back response packets.



Table 3: Capacity estimates (in Mbits/s) obtained by AsymProbe, DSLprobe, SProbe, and TRIO.
The symbol ‘-’ means that the corresponding tool could not output the result.

Cf AsymProbe DSLprobe SProbe TRIO Cr AsymProbe DSLprobe SProbe TRIO

F
F

6 5.58± 0.10 5.87 ± 0.07 6.50 ± 1.29 6.07± 0.01 0.64 0.64± 0.00 0.68± 0.00 0.08± 0.00 0.64 ± 0.00
8 8.24± 0.15 7.89 ± 0.05 11.72± 2.24 8.08± 0.02 0.8 0.80± 0.00 0.85± 0.00 0.10± 0.00 0.80 ± 0.00
30 31.07 ± 0.17 36.80± 7.37 109.70± 64.54 30.63 ± 0.09 10 10.07 ± 0.04 10.81 ± 0.09 1.22± 0.03 10.04 ± 0.01
20 12.56 ± 0.20 - 12.84± 0.02 20.97 ± 0.21 0.512 0.51± 0.00 0.55± 0.00 0.06± 0.00 0.51 ± 0.00

F
R

0.64 0.63± 0.04 - 0.63 ± 0.01 0.64± 0.00 6 5.95± 0.20 0.87± 0.01 0.74± 0.00 6.01 ± 0.02
0.8 0.79± 0.01 - 0.86 ± 0.08 0.80± 0.00 8 8.04± 0.06 1.08± 0.02 0.94± 0.06 8.02 ± 0.00
10 10.51 ± 0.40 - 11.35± 2.50 10.09 ± 0.01 30 31.10 ± 0.22 31.91 ± 6.96 3.66± 0.10 30.14 ± 0.05

0.512 0.51± 0.01 - 0.51 ± 0.01 0.51± 0.00 20 12.10± 0.17 0.65± 0.01 2.41± 0.10 20.08 ± 0.02

Other evaluations for TRIO We repeated the eval-
uation of TRIO by changing (i) S to 240 bytes, (ii) ρ
to 40%, and (iii) the designated router to R3 (next to
the web server) for emulating the forward and reverse
bottlenecks, whereas other parameter settings remained
unchanged. Our results (not shown in the paper) show
that under all scenarios (i)–(iii) TRIO still obtains fairly
accurate forward and reverse capacity estimates for the
eight capacity-asymmetric paths with less than 8% and
3% errors, respectively.
Moreover, Figure 8 shows the means and 95% confi-

dence intervals of the capacity estimates obtained by
TRIO under two adverse path conditions—a packet-
dropping probability of 5% (labeled by 5-loss) and re-
ordering every fifth packet (labeled by 5-re)—which were
emulated by R1 for both forward and reverse paths.
For comparison purpose, we also emulated a perfect
path condition without loss or reordering (labeled by
0-loss-re). For each path condition, we set the degree of
capacity asymmetry to Cf/r = 18/1 (in Mbits/s, emu-

lated by R1) and ρ to 20%. We ran TRIO to send an
interleaved sequence of Poisson-modulated 1-RTPs and
(1, 1)-TWPs with S = 1500 bytes and a mean probing
rate of 2 Hz for 60 seconds, and repeated the experiment
for 50 times.
Figure 8 shows that TRIO’s estimates converge to

the true values in less than 20 seconds under the per-
fect path condition. Although the emulated packet loss
and reordering affect many probes and RTT samples,
TRIO can remove them from the capacity estimation
and obtain accurate estimates in less than 50 seconds.

5.2 Internet evaluation with emulated links
We also evaluated TRIO and the packet-dispersion

methods on Internet paths with real cross traffic. To
establish the ground truth, we implemented the residen-
tial broadband network model [7] using a Click router
at our campus network to emulate a set of forward and
reverse capacities falling in [0.1, 20] Mbits/s. A mea-
suring node was connected to the Click router via the
NetMagic platform [27] to obtain packet timestamps
(for measuring RTTs and PPDs) with a resolution of
8ns. We found that we were no longer able to ensure
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Figure 8: Time series of TRIO’s capacity esti-
mates under three path conditions with Cf/r =

18/1 (in Mbits/s).

that the bottleneck link was still located in our cam-
pus network when the emulated capacities were greater
than 10 Mbits/s. Here we report the results for two
emulated capacity-asymmetric links: link 1 (upstream:
5 Mbits/s, downstream: 0.25 Mbits/s) and link 2 (up-
stream: 0.25 Mbits/s, downstream: 5 Mbits/s), which
correspond to FF and FR paths, respectively.
For each link, we deployed TRIO to measure the

asymmetric capacities of the paths to 50 Debian mirror
sites reported in [2] on 1 June 2010. These sites were
located in 50 different countries; therefore, the paths’
characteristics are expected to be very diverse. How-
ever, the AsymProbe’s deployment failed, because its
current implementation requires the remote node’s con-
trol. DSLprobe and SProbe, on the other hand, could
not trigger valid responses from the mirror sites with
their current implementations.
To achieve the evaluation, we implemented (i) RTP

measurement with Sf > Sr for forward capacity (used
by AsymProbe, DSLprobe, and SProbe), (ii) RTP mea-
surement with Sf < Sr for reverse capacity (Asym-
Probe), and (iii) TWP measurement for reverse ca-
pacity (SProbe) using HTTP/OneProbe’s probing tech-
nique; and refer to the implementation as PDProbe. As
a packet-pair technique, PDProbe dispatches 1-RTPs



for (i) and (ii), and (1, 1)-TWPs for (iii). To improve
the measurement accuracy, we incorporated the min-
imum delay sum method [20] in PDProbe to remove
PPD samples distorted by cross traffic.
For each path measurement, TRIO and PDProbe were

configured to send legitimate HTTP requests to fetch
the same web object from each mirror site. TRIO sent
an interleaved sequence of Poisson-modulated 1-RTPs
and (1, 1)-TWPs with S = 1024 bytes at an average rate
of 2 Hz for 180 seconds. Similarly, PDProbe sent a se-
quence of 180 Poisson-modulated probes at an average
rate of 2 Hz for each packet-dispersion measurement.
Moreover, the packet sizes were Smax/Smin = 1380/300
(in bytes) for (i) and (ii), and Sr = 1380 for (iii). By
using 1-RTPs with Sf > Sr and Sf < Sr, we ex-
pect that PDProbe will underestimate the faster-path
capacities—link 1’s upstream capacity (case (I) in Ta-
ble 2) and link 2’s downstream capacity (case (II)),
respectively—for all the paths.
Figure 9 plots for each link a CDF for ∆(ĉ, C) =

(ĉ − C)/C, the relative difference between forward (or
reverse) capacity estimates ĉ and the actual forward (or
reverse) capacity C which is assumed to be the emulated
link’s upstream (or downstream) capacity. For both
links, TRIO obtains fairly accurate forward and reverse
estimates: more than 95% of the capacity estimates ob-
tained by TRIO deviate less than 5% from the actual
capacity, and similarly for the (1, 1)-TWP’s reverse esti-
mates. On the other hand, the two types of 1-RTP mea-
surements obtain accurate slower-path estimates for all
the paths, but, as discussed earlier, they significantly
underestimate the faster-path capacity due to the lim-
ited packet-size asymmetry. We also plot in each figure
∆∗ = ∆( Smax

Smin/Cb

, CB) which measures the expected dif-

ference between the inaccurate measurement of CB due
to the slower-path PPD (i.e., δj−1,j = Smin/Cb) and
CB . As a result, the CDF for the faster-path estimates
is close to ∆∗ in each case.
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Figure 9: CDFs of the relative differences be-
tween the configured capacity and the capacity
estimates.

5.3 Internet measurement with web and resi-
dential services

We conducted TRIO’s client-side measurement from
another measuring node at our campus network to mea-
sure paths to 12 public Internet web servers, and server-
side measurement from the same node to measure paths

to 19 residential broadband users in June 2011. The
web servers were located in Austria, Canada, Denmark,
Taiwan, UK, and US, whereas the residential users con-
nected through eight ISPs in China, Hong Kong, and
US. The measuring node was well-connected to a 100-
Mbits/s Ethernet link and obtained RTT samples using
the DAG card.
For the client-side measurement, we conducted the

path measurement to the web servers in a round-robin
fashion in order to avoid congestion. For each server,
we launched TRIO to dispatch an interleaved sequence
of 1-RTPs and (1,1)-TWPs with S = 1240 bytes and
a mean probing rate of 2 Hz for 30 seconds, and re-
peated the measurement for every half an hour. After
each round, we collected the RTT samples obtained in
the last four hours to compute capacity estimates for
all the paths. For the server-side measurement, we con-
ducted the path measurement with S = 616 bytes. The
measurement started when a TCP connection from a
residential user’s web browser was successfully estab-
lished with the measuring node. The capacity estima-
tions continued until the browser was closed. The mea-
surement duration for each user ranges from one hour
to more than eight hours.
Figures 10(a)-10(b) show the CDFs of all capacity

estimates for the web servers and residential users, and
their corresponding forward-reverse capacity ratios. For
the web servers, 75% (or 78%) estimates for forward (or
reverse) capacity fall in [9.5, 11] (or [8.9, 10]) Mbits/s,
and 84% forward-reverse capacity ratios are in [0.8, 1.2].
Considering the diverse locations of the servers (and
hence their network paths), such consistent results sug-
gest that the bottleneck links were near our measure-
ment node, thus shared by all the paths. We confirmed
this finding with a network manager of our campus
network that the measuring node’s Internet connection
was allocated with a symmetric capacity of 10 Mbits/s.
Moreover, around 20% estimates report both capacities
less than 10 Mbits/s, and this indicates that their paths
involved other bottleneck links outside our campus net-
work. We also observe some capacity estimates greater
than 10 Mbits/s, which were probably due to incorrect
RTT samples caused by cross traffic.
Figure 10(b) shows that the residential users exhibit

a high degree of capacity asymmetry, which is typ-
ical for residential broadband links. About 93% re-
verse estimates (i.e., upstream capacity for the users)
are in [0.64, 1.4] Mbits/s, but 74% forward estimates
(i.e., downstream capacity) exhibit a large variation of
[1.7, 11] Mbits/s. In particular, the forward estimates
of four users in China and one user in US fall in [1.7, 4]
Mbits/s which can be further confirmed by their ISPs’
advertised service plans. Moreover, the forward capac-
ity measurements for seven users in Hong Kong are in
[9.3, 11] Mbits/s, but we found that their subscribed



services actually provide a downlink capacity up to 20
Mbits/s. Therefore, the measurement results for these
users were probably determined by the maximum up-
stream capacity imposed by our campus network. We
have also identified a symmetric broadband link from a
China’s user and have received the user’s confirmation.
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Figure 10: Capacity measurement results ob-
tained by TRIO for Internet web servers (using
client-side measurement) and residential broad-
band users (using server-side measurement).

6. DISCUSSION
A highly congested path can affect both TRIO’s and

AsymProbe’s measurements which exploit minRTTs to
filter out distorted capacity estimates. Nonetheless,
only TRIO can flexibly reduce the packet size to mit-
igate the cross-traffic impact on the second packet in
the packet pair [16, 20, 12], or increase the size when
there is significant variation in capacity estimates which
is possibly due to a limited time resolution supported
by the measuring node [20]. Moreover, TRIO can apply
the convergence test [17] and the bootstrap method [25]
to detect the convergence of minRTTs.
Similar to other packet-pair techniques (e.g., Asym-

Probe and SProbe), TRIO may also produce incorrect
estimates for multichannel bottleneck links [16, 31], be-
cause a packet pair could pass through different chan-
nels (i.e., queues) in parallel. Moreover, TRIO can only
measure the peak rate for a traffic shaper based on the
leaky bucket algorithm, but not its sustainable rate that
happens only after a certain burst size [16]. To tackle
these issues, we will explore the feasibility of extending
TRIO’s packet-pair probes to packet trains (i.e., k-RTP
and (v, k)-TWP with v, k > 1).

7. RELATED WORK
Methods proposed for measuring path capacity are

mostly based on active measurement (e.g., [10, 11, 29,
16, 32, 20, 13, 14]) and only a handful based on pas-
sive measurement (e.g., [24, 26]). The majority of the

active methods are designed to measure one-way capac-
ity (e.g., [10, 16]), round-trip capacity (e.g., [11, 10]),
sub-path capacity [18], and per-hop link capacity (e.g.,
[19, 17, 6, 25, 29]). Moreover, the methods for one-way
measurement are usually cooperative, whereas others
are mostly non-cooperative. But the non-cooperative
methods for the sub-path measurement and per-hop
link capacity measurement can only characterize for-
ward capacity. On the other hand, less than a handful
of methods [32, 13, 14] target on measuring asymmet-
ric capacity. TRIO belongs to the same category as
SProbe [32] and DSLprobe [14] in terms of measuring
asymmetric capacity of a round-trip path from only a
single endpoint.
In general, there are two kinds of active measure-

ment methods for tackling various capacity measure-
ment problems. The first is using TTL-limited probe
packets [19, 17, 6] or tailgating probe packets [25, 29,
18] to measure per-hop link capacity. The second is us-
ing packet pairs [21, 10, 11, 32, 20, 16, 13, 12] or packet
trains [16, 15, 14] to measure path capacity. These
methods obtain packet delay [19, 6, 17, 25], packet dis-
persion [21, 10, 11, 24, 26, 32, 30, 20, 16, 13, 14, 18], de-
lay variation [29, 12], or packet loss rate [15] to estimate
the capacity. Note that the TTL-limited and tailgat-
ing probe packets mostly obtain packet delay and delay
variation, whereas the packet pair and train mostly ob-
tain packet dispersion. In contrast, TRIO uses packet
pairs to obtain delay variation for computing asymmet-
ric capacity of a round-trip path and does not over-
whelm the bottleneck link.
Minimum estimator [19, 6, 17, 25, 20, 13, 12] and

mode estimator [10, 11, 24, 26, 29, 30, 16] are the
most common techniques for mitigating the cross-traffic
interference on path capacity and link capacity mea-
surements. The minimum estimator determines the
minimum delay from a sequence of packet delay sam-
ples. The minimum delay sum method [20] employed
by AsymProbe exploits the sum of minimum packet-
pair delays to remove biased PPDs. The minimum delay
difference (MDDIF) method [12] estimates the unbiased
PPD based on the variation of the minimum packet-pair
delays. Similar to the MDDIF method, TRIO exploits
the minimum estimator to mitigate the cross-traffic in-
terference on the PPD estimation.

8. CONCLUSIONS
We presented TRIO for measuring forward and re-

verse capacities with three minRTTs obtained from two
types of carefully crafted probes: RTP and TWP. Us-
ing the minRTTs, instead of packet dispersion, elimi-
nates the measurement limitations suffered by the ex-
isting methods and mitigates the cross-traffic interfer-
ence. We showed that integrating the RTP and TWP
also enables a simultaneous measurement of the forward



and reverse capacities and their validations. As a result,
TRIO is the first method that can measure any degree
of capacity asymmetry. Both analytical results and em-
pirical evaluations using our client-side and server-side
implementations confirmed TRIO’s capability and mea-
surement accuracy. Future works include using TRIO
to identify the location of a capacity bottleneck from
multiple vantage points.

Appendix
Proof of Lemma 2 Based on the Lindley’s recurrence

equation for w
(h)
j [22], we have

n
∑

h=1

w
(h)
j =

n
∑

h=1

[(w
(h)
j−1 +X(h) − δ

(h−1)
j−1,j )

+ + q
(h)
j−1,j ], (12)

where (x)+ = max{0, x}, w
(h)
j−1 is the queueing delay of

pj−1 at the hth hop, q
(h)
j−1,j is the queueing delay of pj

caused by intervening cross traffic between {pj−1, pj}

at the hth hop, and δ
(h)
j−1,j is the PPD of {pj−1, pj} at

the outgoing link of the hth hop and δ
(0)
j−1,j = 0.

Since neither of {pj−1, pj} experiences cross-traffic-
induced queueing delay at any hops in the path, we set

w
(h)
j−1 = q

(h)
j−1,j = 0, ∀1 ≤ h ≤ n, in Eqn. (12) to obtain

n
∑

h=1

w
(h)
j =

n
∑

h=1

(X(h) − δ
(h−1)
j−1,j )

+. (13)

We now use mathematical induction on n for the proof.

Basis Consider n = 1. Since δ
(0)
j−1,j = 0, Eqn. (13)

becomes w
(1)
j = X(1) = maxh=1{X

(h)}.
Inductive step Assuming that Eqn. (4) holds for n, we
show that Eqn. (4) also holds for n+1. By substituting
Eqn. (4) into Eqn. (13) for n+ 1, we have

n+1
∑

h=1

w
(h)
j = max

h=1,...,n
{X(h)}+ (X(n+1) − δ

(n)
j−1,j)

+. (14)

Note also that with Eqn. (6) from [30], we have

δ
(n)
j−1,j =

n
∑

h=1

(X
(h)
j −X

(h)
j−1) +

n
∑

h=1

(w
(h)
j − w

(h)
j−1). (15)

Since X
(h)
j = X

(h)
j−1 = X(h), ∀1 ≤ h ≤ n, for the con-

stant size of {pj−1, pj},
∑n

h=1 w
(h)
j−1 = 0, and the induc-

tion hypothesis that Eqn. (4) holds, Eqn. (15) becomes

δ
(n)
j−1,j =

n
∑

h=1

w
(h)
j = max

h=1,...,n
{X(h)}. (16)

We now consider two cases from Eqn. (14): (i)X(n+1) ≤

δ
(n)
j−1,j and (ii) X(n+1) > δ

(n)
j−1,j . For each case, it is not

difficult to obtain Eqn. (4) from Eqns. (14)-(16).
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