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Abstract

The interaction between TCP and various Active Queue
Management (AQM) algorithms has been extensively ana-
lyzed for the last few years. However, the analysis usually
assumed that routers and TCP flows are not under any net-
work attacks. In this paper, we investigate how the perfor-
mance of TCP flows is affected by denial-of-service (DoS)
attacks under the Drop Tail and various AQM schemes. In
particular, we consider two types of DoS attacks—the tra-
ditional flooding-based DoS (FDDoS) attacks and the re-
cently proposed Pulsing DoS (PDoS) attacks. Both analyt-
ical and simulation results support that the PDoS attacks
are more effective than the FDDoS attacks under the same
average attack rate. Moreover, the Drop Tail surprisingly
outperforms the RED-like AQMs when the router is un-
der a PDoS attack, whereas the RED-like AQMs perform
better under a severe FDDoS attack. On the other hand,
the Adaptive Virtual Queue algorithm can retain a higher
TCP throughput during PDoS attacks as compared with the
RED-like AQMs.

1 Introduction

The congestion control model used in the Internet to-
day consists of two parts—the source’s flow control algo-
rithms that adjust the sending rate in response to conges-
tion signals, and the router’s queue management schemes
that provide the congestion signals [24]. On the end-to-
end congestion control side, TCP, the most widely deployed
congestion-reactive protocol, employs additive-increase-
multiplicative-decrease (AIMD) algorithms to regulate its
sending rate [24]. On the network side, routers use vari-
ous queue management schemes to provide low latency by
dropping packets either when the queue is full, e.g., the
Drop Tail scheme, or through an active dropping scheme,
e.g., the active queue management (AQM) algorithms [2].

However, the end-to-end congestion control mechanism
can be severely disrupted by misbehaving flows, which

could be congestion-unresponsive flows (e.g., UDP) or
denial-of-service (DoS) attack packets. To handle the for-
mer, various fairness-oriented AQM schemes have been
proposed, such as CHOKe and RED-PD [12], which are
based on the fact that congestion-responsive flows can be
distinguished from congestion-unresponsive flows. How-
ever, the same cannot be said for the latter. That is, DoS
attack packets and legitimate packets are generally indistin-
guishable.

This paper’s main objective is to evaluate the impact of
DoS attacks on the TCP performance under the Drop Tail
scheme and 4 other well-known AQM schemes: RED [19],
PI [3], REM [18], and AVQ [21]. We consider 2 types of
DoS attacks: the traditional flooding-based DoS attack and
the emerging smart DoS attacks, e.g. Shrew [8], RoQ [11],
and PDoS [9]. We will mainly consider the PDoS attack
in the class of smart DoS attacks, but some of the attack
scenarios also correspond to the Shrew attacks.

Most of the previous work related to this paper is on the
analysis of the TCP/AQM performance without considering
DoS attacks. For instance, many new active queue manage-
ment schemes have been proposed to improve the perfor-
mance of TCP flows [3, 18, 21]. Recent surveys and further
references can be found in [22, 23, 24]. On the other hand,
various techniques have been proposed to defend against the
DoS attacks. For example, QoS regulation techniques were
employed in [1] to mitigate the effect of DoS attacks on
server and network. More information on traditional DoS
attack can be found [5, 14]. For the new kind of low-rate
attacks, a two-stage algorithm was designed to detect PDoS
attacks [9] and a DTW-based approach was proposed to de-
tect Shrew attacks [6]. However, the analysis of the impact
of DoS attacks on the TCP performance is largely absent.
The one closest to this paper is given in [11] which dis-
cusses the impact of RoQ attacks on TCP/RED.

The main contribution of this paper is a thorough evalu-
ation of the DoS attacks’ impacts on the TCP performance
under different queue management schemes. We have em-
ployed both analytical modelling and simulation to achieve
our goal. The results obtained from the analysis are very



revealing. For example, we have found that the RED-like
AQMs, which perform very well when there is no attack, in
fact suffer from more serious throughput degradation dur-
ing PDoS attacks than the Drop Tail and AVQ schemes.
Another is that we have proposed 2 new metrics—attack
power and attack cost—for a quantitative comparison of the
2 types of attacks. Based on these 2 metrics, we have con-
firmed that the PDoS attack is indeed much more effective
than the flooding-based DoS attack.

The rest of this paper is organized as follows. In sec-
tion 2, we first review the flooding-based DoS and PDoS
attacks, and the models for them. In section 3, we define
the power and cost of a DoS attack, and present analytical
models for the TCP throughput under the attack-free and at-
tack scenarios. In section 4, we present the NS-2 simulation
results to validate the analytical models derived in section 3
and to evaluate the attack’s impact on the Drop Tail scheme
and the 4 AQM schemes. We finally conclude the paper
with future work in section 5.

2 Modelling the DoS Attacks

The DoS attack aims at exhausting a victim’s system re-
sources, such as memory and CPU, or network bandwidth.
In this paper we consider the latter case for which an at-
tacker can employ different ways to flood a victim with
spoofed packets [4]. Therefore, the victim sees a sudden
surge in the traffic rate coming into its links, causing a high
packet dropping rate. We refer this class of attacks to as
the flooding-based DoS (FDDoS) attack, and model it as a
traffic source with a constant bit rate Rgpppos.

Recently, a new breed of low-rate DoS attacks has been
proposed, e.g. [8, 9], which targets at congestion-reactive
protocols, such as TCP. In this paper, we consider the PDoS
attack [9] which generalizes the Shrew attack proposed in
[8]. Unlike the FDDoS attacks, a PDoS attacker sends a
train of attack pulses to induce a sequence of false conges-
tion signals—TCP timeouts and duplicate TCP acknowl-
edgments (ACKs)—to victim TCP senders. If the attack
pulses are spaced sufficiently small, the TCP senders’ con-
gestion window (cwnd) will be persistently constrained to
a low value.

In the following, we briefly recap the model and
some of the results obtained for the PDoS attack from
[9]. We model the sequence of attack pulses as
A(CZ—‘eaz:tent (n)7 Rattack (n)u Tspace (n), N)’ where

e N is the total number of attack pulses sent during an
attack.

o Teptent(n),n = 1,2,... N, is the width of the nth

attack pulse.

o Ruttack(n),n =1,2,..., N, is the sending rate of the
nth attack pulse in bps (bits per second).
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Figure 1. An AIMD-based attack with a train of
periodic, fixed attack pulses.

® Topace(n),n = 1,2,..., N — 1, is the time between
the end of the nth attack pulse and the beginning of
the (n + 1)th attack pulse.

Note that if Tpqce(n) = 0, Vn, the corresponding PDoS
attack becomes a FDDoS attack. To simplify the fol-
lowing analysis, we assume that Teytent(n) = Tewtents
Tspace (ﬂ) = Tspacea and Rattack (n) - Rattaclm Vn, i~e~’
a train of periodic, identical pulses.

A PDoS attack forces a victim TCP flow to frequently
enter either the timeout (TO) state (timeout-based attacks)
or the fast recovery (FR) state (AIMD-based attacks). In
the latter, the attack exploits the AIMD algorithm em-
ployed by TCP flows to fast recover from network conges-
tions. In general, an AIMD algorithm can be specified by
AIMD(a,b), a > 0, 1 > b > 0, in which a sender de-
creases its cwnd from W to bW whenever it enters the FR
state, and increases its cwnd from W to W + a per round-
trip time (RT'T) until receiving another congestion signal.
Many TCP variants, such as Tahoe, Reno, and New Reno,
employ AIM D(1,0.5).

Moreover, many TCP implementations do not send an
ACK for every received packet. Instead, they send a delayed
ACK after receiving d consecutive full-sized packets, where
d is typically equal to 2 [10]. In this case, the sender’s cwnd
is only increased by ¢ per RT'T. Since it will take at least

%W number of RT'T's to restore the cwnd back to W
after a decline from W to bW, the cwnd will be reduced to
a low value after periodic packet losses caused by the attack
pulses, which is depicted in Fig. 1. Moreover, when the
cwnd is dropped to a certain level, there may not be enough
duplicate ACKs to trigger the fast recovery process. Thus,
the AIMD-based attack may also cause frequent timeouts.

3 Performance Modelling

In this section, we present analytical results on the TCP
throughput degradation brought by the DoS attacks. Con-



sider that there are Ny legitimate TCP flows traversing
through a router, and a DoS attack causes the router to drop
packets. Assume that the bandwidth of the router’s outgo-
ing link is given by Rpotte. We define in Defs. 1-2 attack
power and attack cost for a DoS attack, respectively. While
the attack power measures the impact of the attack on the
legitimate TCP flows, the attack cost measures the intensity
of the attack, in terms of the attack rate normalized by the
bottleneck bandwidth. In the rest of this paper, whenever
we compare the PDoS attack and the FDDoS attack based
on their power, we assume that they have the same attack
cost.

Definition 1. The power of a DoS attack, denoted by T, is
defined as
Ny @i
F=1-— le\'le \Ijlattack , )
Zi:fl \IJ;L'Lormal
where W', . and V! . denote the amount of data
(bytes) sent by the ith TCP flow in the presence of and in
the absence of a DoS attack within the same period, respec-
tively.
Definition 2. The cost of a DoS attack, denoted by ~, is
defined as
— RDOS
Rbottle ’
where Rpos is the average attack rate of the DoS attack.
For a FDDoS attack, we have ~y = R}iD LS while the cost
of a PDoS attack is given by

RattackTﬁztent
V=S )
RbottleTattack

where Totiack = Textent + Tspace 15 the period of the PDoS
attack.

In the following we will derive Zivzfl vl . (Prop. 1)
and Zivzfl Wi ex In the latter, we first present a sim-
ple model for the FDDoS attacks (Prop. 2) which has been
validated by simulation results, and then the results for the
PDoS attacks (Prop. 3, Lemma 1, and Prop. 4).
Proposition 1. Since TCP flows will make a full use of

the bottleneck bandwidth in the absence of attacks [20], we
have

Ny
Z ‘Pzwrmaz = RbottleTtotal/87 (3)
7

where Tioiq; denotes the period that the TCP flows are un-
der a DoS attack. For the case of PDoS attacks with N
pulses; Ttotal = (N - 1)Tattack:~

Proposition 2. In the presence of a FDDoS attack with

Rattack = ﬁRbottler 0 < ﬁ <1 Zi\rzfl \Ilfzttack = (-
N .

6) Zi:fl \II:LD’I‘WL(IZ'

Proof. Since we model a FDDoS attack as a traffic source

with constant bit rate, its impact on the normal traffic is ap-
proximately the same as reducing the available bandwidth

by the attack rate. According to the TCP congestion control
mechanism, the TCP throughput will increase when there
is additional bandwidth to transfer packets. Thus, the TCP
flows will make a full use of the remaining bandwidth. O

As for the PDoS attacks, the analysis is not straightfor-
ward, since the effect of the attack depends on the attack
power. Thus, we consider 2 specific scenarios, which are
referred to as the perfect timeout PDoS (PT-PDoS) attack
and the perfect AIMD PDoS (PA-PDoS) attack. In a PT-
PDoS attack, each legitimate TCP flow is forced to enter
the TO state by a PDoS attack pulse. Therefore, this sce-
nario corresponds to the most severe impact inflicted by the
attack. In a PA-PDoS attack, each legitimate TCP flow is
forced to enter the FR state by an attack pulse. Obviously,
there are many other possibilities, depending on the PDoS
attack power.

In Prop. 3 we first recall the result for the PA-PDoS at-
tack from [25], and then obtain the result for the PT-PDoS
attacks in Prop. 4 which can be proved with the aid of an-
other result in Lemma 1.

Proposition 3. The amount of data sent by the ith legitimate
TCP flow under a PA-PDoS attack can be approximated by

ol _ [l(l + b)Ta?ttackSp
attack = Tod(1 — b)RTT?
where RT'T; denotes the RTT of the ith legitimate TCP flow,
and S, is the data packet’s size which is assumed to be the

same for all legitimate flows.

(N -1, “)

Lemma 1. The maximal congestion window of the ith le-

gitimate TCP flow in the steady state, denoted by WV, can
be estimated by

Ny
2Rpottle 1
V= ey ) ®
(1+b)Sp = RTT;

Proof. According to [20], the Ny TCP flows share the
bandwidth Rp,t+e in an inverse proportion to their RTTs.

. N ; RTT;
Thatis, 32,7y BWi = Reote and gyt = gy There-

fore,
R Ny
bottle —1
BW,; = s 6
RTT; (JZ=1 RTTj) ©

where BW; is the bandwidth obtained by the ith flow
in a no-attack scenario. By assuming that all TCP
flows stay in the congestion avoidance state, we have

WEAWE) T — BW,T and WE = bWV for a pe-

2 RTT,
riod 7. By solving the equation for WY, we can obtain
Eq. (5). O

Proposition 4. The amount of data sent by the ith legitimate
TCP flow under a PT-PDoS attack, denoted by U973t . is

attack,i’
given by
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Figure 2. The trajectory of cwnd and
ssthresh under PDoS attacks.
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4. Ipreriod,i = RTOZy

Ve, = 0-
where,
RTO;
Tperiod,i ! WTattackv
Tuttack
In(WY /2 d
Tmazcvg,i = [M + —WZU]RTTZ + RTOI,
In(74) 2a
2d
Tmincvg,i = (1 + ;)RTTZ + RTOZ’
— LambertW (LamC) RTT;+1n(7g) (Tperiod,i— RTO;)
Wei = 2e RTT; ,
a In(74)(Tperiod.i— RTO;)
LamC = 7 In(14) e RTT;

And RTO; is the retransmission timeout value of the ith
flow and LambertW denotes the Lambert’s W function
[17].

Proof. In the worst case, each attack pulse forces all TCP
flows to enter the TO state. Therefore, W t1qc1 1 €qual to
the amount of data sent during the period starting from the
end of a timeout to the beginning of the next attack pulse,
i.e. Tperiod,s — RT'O;, which we call a run. Consequently,

the amount of data sent by the legitimate TCP flows under

a PDoS attack with IV pulses is equal to that sent during

N-DT, ; o . .
(T)i":“’“J runs. Similar to the previous analysis of
period,i

TCP [13, 7], we assume that each TCP flow’s RTT is a con-
stant value. Moreover, we assume that the RTO is a constant
value, because the TCP sender recomputes the RTO value
only after retransmitting the lost packets.

The first scenario is depicted in Fig. 2(a). As shown,
this scenario corresponds to the case where T},¢504,; is long
enough, so that the TCP sender recovers the lost packets as
well as increases its cwnd to the maximal value of W .
As a result, the ssthresh maintains its maximal value of
W . Therefore, we may use the ratio —eriedi=BTO: ¢,

2 ’ y Tperiod,s
estimate the throughput degradation. A similar method has
been applied to analyze the Shrew attack in [8].

The second scenario is depicted in Fig. 2(b). In this sce-
nario, Tjerioq,; 18 short enough that its cwnd cannot reach
4. Thus, the ssthresh will be constrained to the mini-
mal value of 2 [10]. Accordingly, during the attack-free pe-
riod, the TCP sender enters the congestion avoidance phase
after sending a packet, because the cwnd will reach the
ssthresh after receiving an ACK. As a result, the amount
of data sent in a run is the summation of data segments
sent in the slow start phase, and those sent in the conges-

Tperiod,i—RTO;

tion avoidance phase, i.e. §[2 -+ 2 + &(reriodi 28

)Tttt O )5, = [ (Teertag 2 FTO g2 4
o(Leisgn RIO. )]s,

The third scenario is depicted in Fig. 2(c) in which the
PDoS attack will drive the ssthresh to a constant value.
Consequently, the cwnd reaches W ; before the next attack
pulse’ arrival, and the ssthresh converges to %Wm In
order to estimate the amount of data sent in the slow start
phase, we consider 2 common cases: d = 1 and d = 2.
When d = 1, the number of packets sent in the nth RTT
is 2" during the slow start phase [10]. When d = 2, we
employ a simple model proposed in [15] to approximate the
number of packets sent in the nth RTT to 1.5”. In order to
give a unified presentation, we let

Td:{z if d=1, o

1.5 if d=2.
As a result, we obtain the following equations:
(T4)® = $Wey,
%y = %Wc,m
(z +y)RTT + RTO = Tperiod,i
x>0,y >0.

By solving these equations, we obtain the value of W ;.
Therefore, the TCP data sent in each run consists of
those sent during the slow start phase, i.e. S, > ;_(74)" =

and those sent during the congestion avoidance
Spsaw?

P 8a c,i*

x
Td
P ory—1

phase, i.e. Sp(WQC’i + WCZ)% -

Moreover, as
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shown in Fig. 3, we can compute T,4,c09,i and Tiyincog,i
when W, = WiU and W, ; = 2ssthreshy,, = 4 [10],
respectively.

The last scenario (Tperioq,i = RTO;) is in fact a Shrew
attack [8], and the legitimate TCP throughput is degraded
to zero. O

4 Simulation Experimentation

We have conducted extensive NS-2 simulation experi-
ments to validate our analytical results and to evaluate the
impact of DoS attacks on different AQMs. The network
topology used in the simulations is depicted in Fig. 4. The
network consists of M pairs of TCP senders and receivers.
All the links, except for the bottleneck between routers
S and R, are 50Mbps. The two routers are connected
through a link of 10Mbps. There are 10 legitimate TCP
flows traversing through the bottleneck link, all of which
are based on TCP New Reno, and their RTTs range from
20ms to 460ms as suggested in [8]. The minRTO of each
flow is equal to 1s according to the recommendation in [16].
Based on the scripts provided by [8], all the simulation ex-
periments were performed in the NS-2 2.28 environment.
The queue size (Q).S) is 100 packets and the AQMs’ param-
eters are listed in Table 1.

Table 1. Parameters for the 4 AQMs.

| AQMs ‘ Customized Parameters ‘
RED maz¢y = 0.8QS, ming, = 0.2Q.S,
maxy = 0.1, wg = 0.002, gentle=ture
REM b* = 0.6QS,y = 0.001, ¢ = 1.001
PI Gref = 0.6QS, a = 0.00001822, b = 0.00001816
AVQ a=0.15, v=0.98

Sender 1 Receiver 1

Sender 2
50 Mbps TCP data packets 50 Mbps

Router S Router R
Bottleneck

10 Mbps

Sendeir M
Attack packets
50 Mbps 50 Mbps

Attacker

Receiver 2

Re.ceiver M-1

Receiver M

Figure 4. The network topology for the simu-
lation studies.

4.1 The experiments

Figs. 5-6 plot the attack power I" verses the attack cost
v for the FDDoS and PDoS attacks for 2 different values
of Ruttack- Each figure has 4 sub-figures showing differ-
ent values of T¢.¢cn: for the PDoS attack scenarios, which
obviously do not affect the FDDoS attack results. For the
FDDoS attack, we only present the analytical results (the
solid straight lines), because they match very well with the
simulation results. As for the PDoS attacks, the 2 solid
lines are obtained from the analytical results for the PT-
PDoS and PA-PDoS attacks which are derived without con-
sidering specific queue management schemes. On the other
hand, the 5 dashed lines are obtained from the simulation re-
sults for the 5 queue management schemes under the PDoS
attack.

Figs. 7-8 present the simulation results for the packet
dropping rates, denoted as (, for the PDoS and FDDoS
attacks, respectively. To clearly explain the results, we
have also included the corresponding graphs for the attack
power. In Fig. 7, the PDoS attacks were launched with
Tentent = 125ms and Rprack, = {20, 30} Mbps. We have
computed ( separately for the legitimate TCP packets (de-
noted by T'P) and for the attack packets (denoted by AP).
For example, RED-TP refers to the ( for the legitimate TCP
packets and RED is in use. This is similarly done for the
FDDoS attacks in Fig. 8.

Fig. 9 gives the packet dropping probabilities used
in the 3 RED-like AQM algorithms measured during
the PDoS attacks with Toyten: = 125ms, Rattack =
{10, 20,30} Mbps, and v = 0.3. As we shall see, this set of
results is useful in explaining why RED drops more legiti-
mate TCP packets than REM and PI do.

4.2 The PDoS attack power

According to Figs. 5-6, the results for the PT-PDoS at-
tack can be regarded as the upper bound for the PDoS at-
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Figure 5. The DoS attack power with R, = 15Mbps.
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Figure 6. The DoS attack power with R, = 35Mbps.

tack power. Moreover, the figures show abrupt changes in
the attack power for some parameter settings, e.g., v = 0.3
in Fig. 5(d) and v = 0.6 in Fig. 6(c). In these cases, the
attack periods (Tgtrack = 1125ms, 1021ms) are very close
to that of the Shrew attack [8]. Therefore, the PDoS attacks
would drive the TCP flows into the TO state as soon as the
TCP senders’ retransmission timers expire, thus causing a
very severe throughput degradation. These special attack
parameters are referred to as Shrew points in [25].

For a given Rgitqck, the simulation results approach
to those given by the PA-PDoS and PT-PDoS attacks as
Textent increases. That is, the PDoS attack power increases
with T¢.+ent, because more attack packets are sent in each
attack pulse, which would quickly ramp up the packet drop-
ping probability for the queue management schemes. As a
result, more legitimate TCP packets will be dropped.

Another interesting result is that the trend of the sim-
ulation results obtained for RED coincides very well with
that of PA-PDoS attack in some cases, such as Fig. 5(c) and
Fig. 6(b). Recall that a PA-PDoS attack forces each TCP
flow to enter the FR state. On the other hand, RED uses an
uniform dropping mechanism to avoid consecutive packet
dropping [19], which therefore affects more TCP flows dur-
ing a PDoS attack. Hence, the simulation results for RED
are in good match with the analytical results obtained for
the PA-PDoS attacks.

4.3 The resilience level of DropTail and AQMs
under PDoS attacks

Based on the throughput degradation results in Figs. 5-
6, we can compare the resilience levels of the queue man-
agement schemes to the PDoS attacks. The figures have
concluded the following order of resilience level for the 5
schemes: {AVQ, DropTail} > {PI, REM} > RED. The ones
within {} are considered to have a very similar resilience
level.

In Fig. 7(c-d), the curves for the attack packets (AP) are
all clustered together in the range of ¢ = 0.35 — 0.6. The
curves for the legitimate packets (TP), on the other hand, lie
below the curves for the attack packets. That is, the packet
dropping rates for the attack packets are always higher than
that for the legitimate packets. Besides, DropTail and AVQ
drop relatively more attack packets but less TCP packets,
while the RED-like AQMs drop relatively less attack pack-
ets but more TCP packets. In particular, RED drops the least
number of attack packets but the largest number of TCP
packets on average. This result is due to its random drop
mechanism which would let the attack packets pass through
the router even when the queue is full. These attack packets
also push up the packet dropping probability for the legit-
imate TCP packets. On the contrary, DropTail and AVQ
would drop all the subsequent attack packets whenever the
queue is full, thus effectively dampening the power of the
attack pulse.

Fig. 9 reveals 2 factors responsible for the inferior per-



formance of RED as compared with REM and PI. First, the
abrupt arrivals of the attack packets increase RED’s average
queue length drastically, thus resulting in a very high packet
dropping probability for both attack packets and legitimate
TCP packets. However, RED’s uniform dropping cannot
drop the attack packets quickly enough, which instead in-
creases the dropping of legitimate TCP packets. Second,
RED’s packet dropping probability decreases more slowly
than REM and PI, because both REM and PI use the in-
stantaneous queue length to compute the packet dropping
probability.

Furthermore, as Rytack OF Tertent increases, the results
for AVQ and DropTail are almost the same, because they es-
sentially have the same packet dropping strategy, except for
the use of a virtual queue in AVQ. Similarly, REM and PI
have very similar results, because both are designed based
on the idea of proportional-integral controller.
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Figure 7. The attack power and packet drop-
ping rates under PDoS attacks with T.,;...; =
125ms.

4.4 The resilience level of DropTail and AQMs
under FDDoS attacks

Fig. 8(a) shows that the simulation results for the FD-
DoS attack are very close to the analytical results. Fig. 8(b)
shows that the packet dropping rates for the attack packets
and the TCP packets under DropTail and the 4 AQMs are
very similar when -y is small, but they diverge as y increases.
Moreover, the difference is smaller for the RED-like AQMs

when compared with DropTail and AVQ. This shows that
the RED-like AQMs can achieve a higher resilience level
than DropTail and AVQ, which is opposite to the results ob-
tained under the PDoS attacks. This can be explained by
the fact that TCP flows always try to make a full use of the
available bandwidth. Therefore, the random drop mecha-
nism employed by the RED-like AQMs would offer a bet-
ter chance for the TCP flows to use the extra bandwidth by
dropping the attack packets, while the DropTail and AVQ
do not have such mechanism.
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Figure 8. The attack power and packet drop-
ping rates under FDDoS attacks.

5 Conclusions and Future Work

In this paper, we have modelled the impact of the FD-
DoS and PDoS attacks on the TCP throughput under dif-
ferent queue management schemes, including DropTail and
4 AQM schemes. There are several important results ob-
tained from the analytical and simulation results. First, un-
der a PDoS attack, the RED-like AQMs suffer from a higher
throughput degradation than the DropTail and AVQ do, be-
cause the latter discards the incoming packets only when
the (virtual) queue is full. Second, the packet dropping rates
under the queue management schemes behave quite differ-
ently for the FDDoS and PDoS attacks. During a PDoS
attack, the packet dropping rates for the attack packets are
almost the same, while they are different for the legitimate
TCP packets. In particular, both DropTail and AVQ tend
to drop fewer legitimate TCP packets but more attack pack-
ets as compared with the RED-like AQMs. However, the
results are opposite for a FDDoS attack. Third, the PDoS
attack is indeed more effective than the traditional FDDoS
attack, because the former has a much higher attack power
and a smaller attack cost. In the future work, we intend to
improve the existing AQMs to mitigate the impact of PDoS
attacks based on the analysis in this paper.
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