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ABSTRACT

Distributed denial-of-service (DDoS) attacks have recently
emerged as a major threat to the stability of the Internet, By the
very nature of the DDoS attacks, pure preventive and pure
reactive approaches are not effective to defend against them. In
this paper, we propose a global defense infrastructure to detect-
and-respond to the DDoS attacks. This infrastructure consists of
a network of distributed local detection systems (LDSes), which
detect attacks and respond to them cooperatively, Because of the
current Internet topology, this infrastructure can be very effective
even if only a small number of major backbone ISPs participate
in this infrastructure by installing fully configured LDSes.
Moreover, we propose to use traffic volume anomaly for DDoS
attack detection. A fully configured LDS monitors the passing
traffic for an abnormally high volume of traffic destined to an IP
host. A DDoS attack is confirmed if muitiple LDSes have
detected such anomalies at the same time. Our simulation studies
have demonstrated that the proposed detection algorithms are
responsive and effective in curbing DDoS attacks.

1 INTRODUCTION

A distributed denial of service (DDoS) attack overwhelms a
targeted host with an immense volume of useless traffic from
distributed and coordinated attack sources [2]. In February 2000,
a number of the world’s largest e-commerce sites were brought
offline for days by DDoS attacks, even though they were
designed to provide high availability services. The outages had
caused a huge economic loss to both the victim sites and their
users.

Because of the nature of the DDoS attacks, an Internet site has
very limited mechanisms to defend against them. To provide a
thorough solution to this problem, we argue that DDoS attacks
must be effectively detected and handled before the attack
packets arrive at the victim site. [n this paper, we propose a
global defense infrastructure (GDI), which consists of a number
of distributed parties to detect and block such attacks
cooperatively. Although the underlying idea is very simple, as we
will show in the rest of this paper, engineering of such a GDI
involves a wide range of technical issues.

1.1 Types of DDoS Attacks

There are various ways of launching a DDoS attack, In this
paper, we only consider flooding attacks, which essentially
exhaust a system’s network bandwidth, buffers, or other
resources by an abnormally high volume of [P packets, such as
UDP packets (e.g., UDP port attacks [3]), ICMP packets (e.g.,
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Smurf attacks [5]), and TCP SYN packets (SYN flooding attacks
[4]). On the other hand, we do not consider attacks, which
exploit system and application security flaws, which can be
defended effectively by patching the software accordingly.
Moreover, we emphasize on DDoS attacks with attacking hosts
distributed at different Autonomous Systems (ASes), because
cross-AS attacks are particularly difficult to detect and handle.

At least five parties are involved in a DDoS attack: the
attacker, a small number of masters, a large number of DDoS
attack daemons or zombies, ISPs or transit ASes, and the attack
target. Masters are also implanted attack pregrams, which receive
attack instructions from the attacker, and forward them to their
daemons. The ISPs or transit ISPs serve as the carriers for the
messages comrunicated among the attacker, masters, and
daemons and for the attack packets targeting at the victim.

Ingress filtering and egress filtering are effective ways to block
DDoS attacks, which usually use spoofed source 1P addresses.
However, they are seldom used by ISPs, because the packet
filters degrade I[SPs' network performance significantly [9].
Moreover, some DDeoS attack tools, such as TFN2K and
Stacheldraht [7], can bypass ingress filters by spoofing the source
addresses to valid neighbor IP addresses.

1.2 Contributions of This Work

Both the preventive and reactive solutions reviewed above are
clearly unable to address the DDoS problem. It is infeasible to
get rid of implanted DDoS daemons, and there has been no
effective solutions to handle DDoS attacks once it is started.
Therefore, a natural approach to the problem is to detect-and-
respond to a DDoS attack quickly enough before a victim is
overcome by the attack packets. Since the victim could be any
host in the Internet, building and sharing a global defense
infrastructure (GDI) is deemed to be most cost- and resource-
effective.

Our primary contribution in this paper is to propose a
deployable and practical GDI for DDoS attacks. Except for [12],
we are not aware of any proposals based on a global
infrastructure. In particular, we have identified all the necessary
components based on the Common Intrusion Detection
Framework (CIDF), and employed various standards to
implement them. This infrastructure is very flexible and is not
tied to a particular approach of detecting and responding to
DDoS attacks.

Our another equally important contribution is to propose a
traffic volume anomaly based detection method for DDoS
attacks. That is, a set of distributed detection systems monitors
traffic rate, and they would report any anomaly to each other
when such is detected. Our key premise behind this approach is
based on the fact that multiple detection systems, if properly
placed in the Internet, should have detected an abnormalty high
volume of traffic of particular types when a DDoS attack is in



progress. Based on this approach, we have proposed simple
algorithms to detect DDoS attacks, and performed simulation
studies to demonstrate its effectiveness and responsiveness.

1.3 Related Work

Although DDoS attacks have already become a major threat to
the stability of the Internet, there are very few published work
that directly address this problem. The only work that employs a
global infrastructure is given in [12). The infrastructure there
also consists of a number of distributed packet filters. However,
their approach is to filter spoofed packets based on the routing
information, i.e., the source and destinations addresses. However,
inter-domain routing protocols today do not provide source IP
addresses.

IP traceback is another active research area, which is closely
related to DDoS attacks, e.g., [14-15]. The problem, roughly
speaking, is to identify the source of any data sent across the
Internet, Therefore, IP traceback can be used to trace the real
sources of DDoS attacks in which spoofed source [P addresses
are usually used. Effective and responsive IP traceback
mechanisms are difficult to design. Therefore, IP traceback seems
to be more useful for later law enforcement, rather than for
curbing an ongoing attack. Nevertheless, it should be included in
a GDIL.

Another area of work concerns the design of distributed
intrusion detection systems. For example, EMERALD is
designed to address intrusion detection issues associated with
large, loosely coupled enterprise networks [13]. It uses a
hierarchical approach to provide three ievels of analysis
performed by a three-tiered system of monitors. NetSTAT aims
at real-time network-based intrusion detection in complex
networks composed of several sub-networks [16]. Tt uses a set of
probes to identify intrusions, which inveolve separate sub-
networks. Although these intrusion detection systems are not
designed specifically for the DDoS problems, many of the issues
considered there are actually very similar to those encountered in
the engineering of a GDI for DDoS attacks.

We organize the rest of this paper as follows. [n section 2, we
give an overview of our proposed GDI, and discuss evaluation
criteria for a GDL. In section 3, we describe our component-based
approach to designing a LDS. In seciion 4, we detail the overall
attack detection and response processes performed by LDSes,
and the alert messages involved. In secticn 5, we mainly describe
the traffic volume anomaly detection algomithms and how they
are implemented by the LDSes' components. In section 6, we
perform computer simulation to evaluate the effectiveness of the
GDI. In section 7, we conclude this work with future work.

2 AN OVERVIEW OF THE GDI
2.1 A Network of LDSes

Our proposed GDI is a network of local detection systems
{LDSes) placed at various strategic locations in the Internet. A
fully configured LDS performs four main functions: detecting
suspicious DDoS attacks, communicating detection information
with other LDSes, deciding whether there is an ongoing DDoS
attack, and responding to a confirmed attack.

When a suspicious attack is detected, the LDS concerned
communicates this information with its peer LDSes at other
locations. A LDS then determines whether a DDoS attack is in

progress based on the local and remote detection information.
The premise behind this decision is that muitiple LDSes must
have detected suspicious DDoS attacks when there is an ongoing
DDoS attack.

If a LDS confirms a DDoS$ attack, it instructs local routers to
block the attack traffic, and communicates with the upstream
LD8es about the attack. The upstream LDSes then perform
similar response actions. The process reiterates until the LDSes
closest to the attack sources block the attack traffic.

2.1.1 Two types of local detection systems

Because the cost of continuously monitoring the Internet
traffic for suspicious DDoS attacks is very high in terms of CPU,
memory, and [0, we propose two types of LDSes: minimally
configured LDS (MLDS), and fully configured LDS (FLDS). A
FLDS is designed to perform all the four functions described
earlier. :

MLDSes, on the other hand, do not perform the resource-
demanding operations of detecting for suspicious attacks.
However, they are equipped to stop attack traffic and trace the
attack sources, when they are informed of a DDoS attack (by the
FLDSes). Moreover, they will be activated only when there is a
confirmed attack, and they only process packets related to the
attack target’s address. As a result, their system resources
requirements are much lower than that for FDLSes.

2.1.2 Placement of the local detection systems

Because FEDSes require much more system resources, they
should be located at strategic locations in the Imternet, where
most cross-domain traffic will pass through.

Based on the current Internet topology, network access points
(NAPs), Internet exchanges (IXs), and backbone [SPs are the
prime locations to place the FLDSes. To further validate our
conjecture, we have performed rraceroute from 18 traceroute
servers to 14 very popular web sites (details of the traces arc
documented in [L7]). For each of the 252 {18 x 14) source-
destination pairs, 3 traces were obtained at different times and
different days to cater for route instability.

There were altogether 96 ASes appeared in the traces.
Backbone ISPs, NAPs, and IXs acceunted for 57% of the transit
ASes. Moreover, 20% of the traces included at least one NAP or
IX. More importantly, only 3 out of 252 traces did not include
any backbone ISPs, NAPs and [Xs. These results support that
most cross-domain Internet traffic can be monitored by installing
FLDSes at backbone ISPs, NAPs, and 1Xs.

Moreover, the five major backbone ISPs appeared in 65% of
all the traces. This obsetvation is very important, because it
shows that the GDI can be very effective even if only a small
number of major backbone ISPs participate in this infrastructure
by installing FLDSes.

2.2 Evaluation Criteria for a GDI

We consider two sets of metrics for measuring a GDI's
performance of detecting and responding to DDoS attacks: false
positive and negative ratios, and normal packet survival ratio.
The false positive ratio and faise negative ratio, denoted by ¥
and ¥, respectively, can be measured on the attack level and
packet level. The attack-level ¥ measures the % of occurrences
of false alarms, and the attack level ¥ measures the % of
occurrences of undetected attacks.
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The packet-fevel ¥* measures the % of normal packets
dropped by a GDI, while the packet-level false negative ratio
measures the % of attack packets go undetected by the GDI.
Denote €); as the set of packets processed by ith LDS in a GDI
over a period of time. And £; = Xy; v X;;, where X; is the set
of packets, which are processed and dropped by ith LDS, and X,,;
is the set of packets, which are processed and passed by ith LDS.
Moreover, £; = Y,; W Y,;, where Y,; is the set of attack packets
processed by ith LDS, and Y,; is the set of normal packets
processed by ith LDS, Therefore,

W= T | Yos 0 Xl Zs | Y| * 100%, and

Y=y |Ya.if'\ Xp.iE/EVilYa,iI * 100%,
where |§| gives the number of elements in set S,

Another important performance metric is the rnormal packet
survival ratio, denoted by T, which measures the % of normal
packets, which make their way to an attack target in the midst of
a DDoS attack. In addition to the packet dropping at LDSes,
normal packets may also be dropped by routers because of the
congestion created by attack packets, Denote Z as the total
number of normal packets sent to an attack target during a period
of time, and Z, as the number of nommal packets, which are
dropped (by LDSes and routers) before reaching the target.
Therefore,

[=(Z— Zyy¥/Z ™ 100%.

3 A COMPONENT-BASED DESIGN OF LDS

As depicted in Fig. 1, our LDS (FLDS, to be exact) performs
DDeoS attack detection, analyses, and responses in two main
stages. The first stage, which is relatively resource-inexpensive,
is to confim DDoS afttacks by analyzing local traffic and
suspicious attack alerts recetved from other LDSes. As soon as
an attack is confimned, the LDS will then perform a more
expensive task of detecting the attack interfaces and subsequently
installing traffic rate-limiting filters for the attack packets. The
LDS will also send attack alerts to the upstream LDSes, so that
filtering could be performed more effectively there.

Neighboring LDSs Upstream LDSs
Suspicious attack
alents
Confimed Attack
Sniffed f et:ct;‘iika nd | attack alerts interface
frames. enalysis detechon_ and |
analysis EAPN
i
HE
i
a3
Attack
responses

Fig. 1. A two-staged process of DDoS attack detection,
analyses, and responses.

3.1 LDS Design Considerations

3.1.1 Attack detection design

Since there are a number of well-known DoS and DDoS
atiacks, misuse detection (pattern or signature recognition) can
be used to detect these attacks effectively [3]. However, as new
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DDoS tools are still evolving, only misuse detection is not
enough to handle new types of attacks. Therefore, anomaly
detection is required even though it may be more difficult to
design, and is also less effective than misuse detection against
well-known attacks. As a result, we employ both misuse
detection and anomaly detection for DDoS attacks. For the latter,
we use traffic volume anomaly to determine whether the rate of
traffic (of a certain packet type) destined for a particular TP host
is normal. '

3.1.2 Alert analysis design

Suspicious DDoS attack alerts may be generated locally by a
FLDS, or by a remote FLDS, as a result of performing misuse
detection and anomaly detection. In order to confirm whether a
DDoS attack is really in progress, a LDS needs to analyze and
consolidate these alerts for the same IP host and for the same
attack packet type. For this purpose, a confidence level is
attached to each alert, which quantifies the amount of evidence
supporting the suspected attack. If the confidence level of the
consolidated alert is higher than a certain threshold, an attack is
confirmed. Moreover, local alerts generated for suspicious attack
interfaces are also analyzed and consolidated in a similar way as
for the attack alerts.

3.1.3 Attack response design

Packet filtering is the primary reaction taken by LDSes in
tesponse to confirmed DDoS attacks. However, packet filtering
also degrades routers’ performance significantly, especially
during an ongoing DDoS attack. Therefore, our approach is to
install packet filters on demand and for a short duration, As soon
as a LDS cenfirms an attack, packet filtering is performed at a//
switch interfaces. However, the LDS immediately starts looking
for attack interfaces, where a significant amount of attack packets
comes from. Subsequently, packet filtering is performed only at
the attack interfaces. Moreover, upstream LDSes are informed
about the attack, so that attack packets can be filtered more
effectively there.

3.1.4 Communication design

A suspicious attack alert, which is generated by any FLDS, is
propagated to all other LDSes in the GDI through a reliable
floeding mechanism. The LDSes, therefore, must always be
connected, and each LDS is configured to peer with one or more
neighboring LDSes. Neighboring LDSes send hello messages to
each other periodically te maintain their neighboring
relationship. There are also other issues to consider, such as re-
connecting a partitioned network of LDSes, but they will not be
discussed further here due to the lack of space,

We adopt the Intrusion Detection Message Exchange Format
(IDMEF) as the common language for communicating intrusion
detection information for both intra-LDS and inter-LDS
communications {8]. Moreover, all messages must be
authenticated and encrypted. For this purpose, we adopt the
Intrusion Detection Exchange Protocol (IDXP) for transporting
the alert messages [10].

3.2 The LDS components

We adopt the Common Intrusion Detection Framework
(CIDF) to design the components for our LDSes {6]. The current
CIDF has proposed four components for general intrusion
detection purposes: E-, A-, D-, and R-boxes. Qur LDS also



includes the four components, but their functions are not exactly
the same as that in CIDF, because the four boxes are not
designed specificaily for DDoS attacks. Furthermore, we have
proposed another four new components: S-, P-, M-, and C-boxes,
which are needed for detecting DDoS attacks.

Attack detection components include traffic distributors (S-
boxes), event generators (E-boxes), and packet capturers (P-
boxes). A-box is an alert analysis component, and R-box is a
response component. M-box is an intra-LDS communication
component. Finally, system management components include D-
boxes (databases), and C-boxes (consoles).

In Fig. 1, we show our proposed network structure for a
FLDS. The switch mirrors ingress traffic received from each
switch interface to S-box, which is connected to ene or more
traffic analysis networks, depending on the volume of traffic to
be handled. Each traffic analysis network hosts 2 set of E- and P-
boxes for attack detection. Moreover, all the E- and P-boxes are
connected to other boxes on an intra-box communication
network. Note that R-box has another interface connecting to the
switch for dynamic packet filter installations in response to
confimed DDoS attacks. Moreover, M-box is the only
component that has access to the Internet. The M-box, however,
will not forward packets other than those received from the
neighboring L DSes, so that the internal FLDS network is safely
guarded from attacks.

’—TnEC anabysis network——
To Internet
{M-Intemer

g g=
JP— m— e A

1 ' b | o 3 ‘ -t
Switch S-Box.
===
E-Box P-Box A-Box D-Bax
Traffic analysis netwotk——— To switch

{R-Switch connection)

Fig. 2. A FLDS with two traffic analysis networks.

4 ALERT TYPES AND DETECTION
PROCESSES

4.1.1 Attack detection, analysis, and response

Alert messages are used to communicate either suspicious or
confirmed DDoS attacks, and they are also used to trigger
responses to curb DDoS attacks.

Suspicious attack alert and confirmed attack alert messages
are used for DDoS attacks detection and analysis, and for
triggering attack responses. Here we concentrate mainly on the
alerts generated by P-boxes (volume anomalies). Each suspicious
attack alert or confirmed attack alert is triggered for an attack
target and an attack packet type. Therefore, cach alert message
specifies the attack target's [P address, the atiack packet type, and
a confidence level of this alert. The confidence level ranges from
0 to 100. The special value of 100 represents a full confidence,
and it is reserved to identify the confirmed attack alerts and
confirmed interface alerts. The suspicious attack alert also
specifies the measured traffic rate of the attack packets, so that R~
box could limit the attack traffic rate.

Fig. 4 shows how a FLDS arrives at the conclusion of a DDoS
attack.

1. S-box receives mirrored frames passing through the switch of
a network node (IX or backbone ISP node) and forwards
them to E- and P-boxes for traffic analysis. _

2. If the E-bex finds suspicious DDoS attack control packets, it
generates local suspicious attack alerts and sends them to A-
box. Likewise, if the P-box finds suspicious traffic volume
anomalies, it performs the same actions as the E-box.

3. The A-box consolidates the local suspicious attack alerts
(indicated by a shaded node) and sends a copy of the
consolidated alert to the neighboring LDSes via the M-box.

4. The M-box, on the other hand, may receive suspicious attack
alerts from other EDSes, which are forwarded to the A-box.
The M-box also further propagates the alerts to the
neighboring L.DSes.

5. Based on the consolidated local suspicious attack alert and
remote suspicious attack alerts, the A-box may coaclude that
there is really an on-going DDoS attack. In this case, it
generates a confirmed attack alert and sends a copy each to
the R- and P-boxes.

6. Recipient of a upstream interface alert from a downstream
LDS also triggers the same event as in item 5 (the upstream
interface alert will be discussed in section 4.1.2).

7. Upon receiving a confirmed attack alert, the R-box instails
traffic rate-limiting filters for the target on the switch or
routers, which are connected to the switch, The P-box, after
receiving the confirmed attack alert, begins to monitor for
suspicious attack interface.

The corresponding diagram for an MLDS is a subset of Fig. 3.

That is, it only consists of S-, P-, M-, and R-boxes, and items (1),

{6), and (7).

Neighboring LDSs
Attack detection
components
E-box —] M-box
1. Sriffed frames 2. Local 4. Remota
suspicious suspicious
. attack alerts attack alerts.
"B |
'
S-box |
1. Atocal 5. A confrmed 7 | A-Dox
...... Suspiciols _____gackaled i 1
2. Local aftack alerts
1. Sniffed frames | attack alerts 7. A confiméd aftack alert
L~
Iristall ate-limiting
filters at all interfaceq
P-box -+ R-box

Fig. 3. The process of confirming a DDoS attack by a FLDS.

4.1.2 Attack interface detection, analysis, and response

Another four alert messages are used for attack interfaces
detection and analysis, and for triggering attack responses;
(suspicious, confirmed, upstream, and cancelled) interface alerts.
We again concentrate mainly on the alerts generated by P-boxes
(volume ancmalies). Each suspicious interface alert or confirmed
interface alert is triggered for an attack target, an attack packet
type, and a switch interface. Therefore, each alett message
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contains the attack target's [P address, the attack packet type, the
identity of the switch interface, traffic rate of the attack packets,
and a confidence level of this alert.

Fig. 4 shows the process of detecting attack interfaces.
I. P-box's interface monitoring process is triggered by the
receipt of a confirmed attack alert.
If it finds traffic volume anomalies for the target and for the
attack packet type from some interfaces, it sends suspicious
interface alerts to A-bex.
After consolidating all the suspicious interface alerts, the A-
box may generate a confinned interface alert and send it to R-
box.
The R-box installs traffic rate-limiting filters at the confinmed
interfaces for the attack packets.
The R-box, in response to a confirmed interface alert, also
sends upstream interface alerts to upstream LDSes, so that
packet filters could be activated there too.
[f the A-box does not confirm a suspicious attack interface, it
then sends a cancelled response alert to the P-boxes
concerned for corrective actions.

2.

Upstream LDSs

2. Suspicious,

intorface alerts A-Box

1.A
attock abert

3.A
interface alert |

Sniffed frames,
from S-box

P-Box
©. A cancelted response alet

Fig. 4. The process of confirming attack interfaces by a LDS.

R-Box

. T
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fiters at the attack interface:
v

For the purpose of clarity, the above discussion leaves out D- °

box, and Hello messages, All alert messages, in fact, must be sent
to D-box for logging. Each component must send regular Hellos
to A-box for keepalive purposes and to D-box for status logging.
Moreover, A-box sends Hello messages periedically to the
neighbering LDSes via the M-bex to ensure the connectedness of
the LDS network.

5 LDS COMPONENT DESIGN

Owing to the limited space, we only discuss the design of P-
and A-boxes in this section, which are key components in a LDS.
Interested readers may refer to [17] for the detail design of other
components.

5.1 Traffic Volume Anomaly Detection (P-Box
Design)

5.1.1 Detecting suspicious DDoS attacks

To detect traffic volume anomalies for suspicious DDoS
attacks, P-box counts the number of packets destined to TP
addresses for a period of T, an attack detection interval. The
length of a I; should be long enough to avoid false alarms
caused by bursty traffic. However, it cannot be too loag;
otherwise, the system would not be responsive encugh. After
taking into these considerations and others, we propose the
length of a T, to be one minte.
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To implement this efficiently, & P-box may maintain a very
large hash table, consisting of, say, 1 million slots, and the
hashing function takes the destination IP addresses as inputs. To
reduce the memory requirement, multiple IP addresses may be
hashed to the same slot. Therefore, the packet count is an
aggregated count for a number of IP destinations.

For each slot, P-box counts five types of packets destined to
the IP addresses in the slot during each 7;; ICMP, UDP, TCP
data, TCP SYN scgments, and TCP RST segments. The TCP
RST segments are included in the analysis to cater for the case
that DDoS daemons may attack a target using TCP packets, and
spoofing source addresses to valid neighbor IP addresses (or not
using spoofed addresses at all). Under such attacks, the target
will send back an abnormally high volume of TCP RST
segments.

At the end of ith Ty, or T, P-box updates two counters for
slot j for each packet type & cur_count(i, j, k) and max_count(i, j,
k). The former counts the total number of packets of type %
received for slot 7 during T,(;), while the latter records a maximal
number of packets of type & received for slot / from the beginning
and up to T,(i) inclusive, To keep the notations simple, we
ignore the indices j and k in cur_count and max_count with the
understanding that the counts concern a particular packet type
and destined to a particular slot in the hash table.

Based on cur_count, max_count, and a few other parameters to
be explained shortly, we design an algorthm to detect traffic
volume anomalies, which is detailed in Algorithm 1. The
algorithm is based on the following simple idea. At the end of
T{i), cur_count(i)y and max_count(i-1) are compared. If
cur_count(i) < max_count(i—1), traffic volume anomaties do not
exist. Otherwise, if cur_count(i) is larger than max_count(i—1),
but not so significantly, update max_count(i) by setting it equal
to cur_count(i). As a final case, if cur_count(i) is significantly
larger than max_count(i—1), a suspicious attack alert may be
generated, and in this case P-box needs to identify the attack
target's [P address (item (a} in the else-statement) and send the
alert to A- and D-boxes (item (b) in the else-statement).

At the end of T,(i), update cur_couns(i) and perform:
if {cur_count(i} < max_count(i-1))

max_count(i) = max_count(i-1} — 1;
else if (max_count(i—1) € cur_count(iy < M, ¥ max_count(i-1)

OR. cur_count(i) < H,)

max_couni(i} = cur_count(i);
else

a) Identify the suspicious attack target's IP address
corresponding to this hash slot by the highest traffic rate
measured in the coming short period (e.g., 5 seconds).
Send suspicious attack alerts to A- and D-boxes, with
the target's I[P address, the attack packet type, and a
confidence level given by Fcur_count(i), max_count(i-
1)). For example, F = min{cur_count(i)/max_counti—
1Y/M,, * 10,99},
If a cancelled interface alert is received from A-box
within the last interface detection interval, ie., no
interface traffic volume anomalies have been detected,
max_count(i) 7/8 * max_count{i-1) + /8

cur_count(i).
endif

b)

<)

*

Algorithm 1. A traffic volume anomaly detection algorithm.



To determune whether the difference between cur_count(i) and
max_couni(i—-1) is significant, we use two other parameters,
suspicious attack multiplier (M) and suspicious attack
threshold (Hy,). Our approach is to use a relative alert threshold
as well as an absolute alert threshold to determine whether P-box
should generate an alert. M, is a dimensionless real number
greater than 1, and M, * max_count serves as a relative alert
threshold, A, in terms of the number of packets, serves as an
absolute alert threshold. Note that the alert thresholds are
computed based on the traffic measurement for a particular
packet type and for a particular hash table slot. Moreover, they
should be set to balance between ¥ and ¥~

The volume anomaly detection algorithm is simple and
feasible for processing a huge traffic volume. Moreover, it is
adaptive to different traffic volumes destined to different IP
addresses, because the peak traffic rates are recorded periodically
for computing the alert thresholds. Using the past peak traffic
rate to compute the alert thresholds aligns with our objective to
minimize service interruption of the attack target, because the
past peak traffic is a good indicator for the maximum capacity of
the target.

Besides updating max_count to cur_count (under the else-if
statement), max_count is decremented (under the if-statement) in
order to age the state. Other types of aging functions may be
used. Moreover, if there are no interface traffic volume anomalies
found for a confirmed attack (under (b) in the else-statement),
max_count will be revised upward. This is to cater for web sites,
which are not high-volume sites on a continuing basis, but have
to handle unprecedented load levels for certain periods of time
(e.g.. NASA site during the Mars landing).

5.1.2 Detecting suspicious attack interfaces for confirmed
attacks

When P-box receives a confirmed attack alert against a
particular target from A-box, it starts to find out suspicious
switch interfaces that have received an abnormally high traffic
volume destined at or originated from the target's IP address. For
each attack target and each switch interface, P-box maintains four
packet counters for each packet type: ICMP, UDP, TCP data, and
TCP SYN (TCP RST wili be counted in all cases). Over a period
of Ty, an interface detection interval, which is set to 5 seconds,

1. n/d, k) records the total number of ingress packets of type £,
which are destined for [P address d, and egress TCP RST
packets originated from d.

2. nff, k) records the total number of ingress packets of type
received from interface f and egress TCP RST packets
delivered to interface f.

3. ngdd, f, k) records the total number of ingress packets of type
k received from interface f, which are destined to IP address
d, and exgress TCP RST packets delivered to interface f
which are originated from IP address 4.

4. n/k) records the total number of ingress packets of type %,
and egress TCP RST packets received by the switch.

When S-box distributes traffic onto different traffic analysis
networks, it preserves the data-link header information.
Therefore, the source and destination data-link addresses can be
used to determine the egress and ingress switch interfaces,
respectively.

Based on the four parameters measured over a period of T}, P-
box computes for the target with IP address d a victim-skew ratio
for switch interface f and packet type k, denoted by ri(d, £, k).

(dfk ALK — d fk
(. fK) = ng; (d.f k) n{ fky—ngy;(d f}) -
ng(d k) n(k)y—ny(d k)

From the above definition, a large value of ri{d, £, k} indicates
that the switch interface concerned has received an abnormally
high volume of traffic destined to the target and/or TCP RST sent
from the target relative to the rest of the traffic. The interface,
therefore, is suspected to be a source of the DDoS attack traffic.

At the end of a I}, P-box will generate a suspictous interface
alert for (d, f, k) if rdd, f, k) 2 H,. a suspicious interface
threshold, which depends on the attack packet types, and the line
speed of the switch. This alert message also includes a
confidence level and the comesponding traffic rate. The
confidence level is computed by a function F(r;), which should
be an increasing function of r;. For example, F(ry) = ri/H,; * 10.
A more accurate formulation should be based on a statistical
analysis on the traffic in the [X and backbone ISP networks. The
traffic rate for packet type % is given by n;{d, £, k)/T;.

The confinned attack alerts received from A-box are valid for
a duration of two T4s. Thus, if no more alerts are received from
A-box for this period, P-box stops the interface monitoring
activities described 1n this section.

5.2 Attack Alert Analysis (the A-Box Design)

5.2.1 Alert analysis for suspicious DDoS attacks

A-box determines whether a DDoS attack is in process based
on the suspicious attack alerts received from E- and P-boxes at
the end of each T, and suspicious attack alerts from other
FLDSes. We again consider only the traffic volume anomaly
detection, for which A-box performs the following tasks:

I. At the end of each T,, consolidate local alerts, if any,
received from P-boxes during the interval into a single alert,
which is then sent to D-box for logging and to other LDSes
via M-box. This consolidated alert, unlike the local alerts,
does not specify the attack packet type.

2. If remote suspicious attack alerts have also been received
from other LDSes via M-box duting a T, consolidate the
already consolidated local alert, if any, with the remote alerts
into a single alert at the end of this T, to determine whether
there is a DDoS attack.

3. After confirming a DDoS attack, inform D- and R-boxes for
the purposes of logging and taking appropriate response
actions.

The approaches for consolidating multiple alerts into one alert
for cases (1) and (2) above are very similar. For example, if A-
box receives two local alerts for the same destination IP address
but with different packet types locally, it generates a new alert for
the same destination [P address with no packet type, and with a
new confidence level computed as

TNc(d) = min{SM(d), nAd)), 993,

where

= nc(d) is the confidence level for the consolidated alert for IP

address 4.
= 7,(d) and 1>(d) are the confidence levels specified in the two

local alerts.

= O() is a function for computing the confidence level for the

combined alert.

The main reason for upper bounding the confidence level for
the consolidated local alert is to ensure that alerts from only one
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or a few FLDSes are not conclusive enough to confirm an attack,

even though they may be of very high confidence levels.

As for the case of combining a local alert and a remote alert
for the same IP address, A-box generates a new alert with the
same destination IP address and a new confidence level
computed as

Ne(d) = min{ &My (d). Ne(@},

where 11 (d) and np(d) are the confidence levels specified in the

local alert and the remote alert, respectively. Unlike the previous

case, the confidence level is not upper bounded, because the
resulting confidence level will be used to determine the existence

of a DDoS attack. .

There is no doubt that the choice of ©{) is crucial for
determining the GDI's responsiveness to DDoS attacks.
However, our focus here is on the overall infrastructure design;
therefore, we simply use an unweighted sum for ©():

O(Mu(d), NAdh) =Ny(d) + ().

Given 2 suspicious attack alert consolidated after each 7, A-
box confirms that there is a DDoS attack against an 1P address
if

nC(d) = Hac * NFI_DS * Hm:py

where

= Attack confidence threshold (H,,): A consolidated local alert
is considered high when its confidence level is at least .

®  Npppgis the total number of FLDSes in the GDI.

" Attack coverage percentage threshold (H,.,): When there are
at least Ngps * Ha.,, FLDSes generating suspicious attacks
against the same target with high confidence levels, a DDoS
is confirmed.

Immediately after the confirmation, A-box sends a confirmed
attack alert to R-box for response action. The confinned attack
alert contains the target's IP address, a confidence level of 100,
and the traffic rates of the attack packets. Besides, A-box sends a
confirmed attack alert to R-box for response action if it receives
an upstream interface alert from a downstream LDS.

5.2.2 Alert analysis for suspicious interfaces

When an attack is confirmed, A-box also sends confirmed
attack alerts to all local P-boxes, which in turn trigger the attack
interface detection process, which has already been discussed in
section 5.1.2. At the end of the process, P-box may send a
suspicious interface alert to A-box if the target's victim-skew
ratic is high enough for some switch interfaces. A-box then
consolidates these alerts to find out whether these interfaces are
really the attack interfaces by computing a confidence level for
the consolidated alert for each interface fas

ocld, f,))=05*Z ., odf,)+0.5*ccd [, i-1),
where
* ocld, f, i): the confidence level for a consolidated interface

alert for interface freceived during ith T}

* o(d, f, i) the confidence level for a consolidated interface alert

for interface f received from a P-box during ith T},

There are two reasons as why the confidence levels for
different alerts need to be combined to confirm attack interfaces.
First, a P-box may generate multiple suspicious interface alerts
for the same target and attack interface, because the attack
involves different types of attack packets. Second, TCP RST
segments generated from the target and delivered to the same
interface are generally processed by different P-boxes.
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Moreover, by including the confidence level in the last 7, the
computed confidence level avoids false alarms caused by a
sudden burst of normal traffic.

A-box generates a confirmed interface alert if oc(d, f, 1) = Hy,
an interfuce confidence threshold, for a target and a switch
interface, and it is sent to D-box for recording and R-box for
response. In addition to the target's IP address and switch
interface, the message also includes the packet type, for which
the corresponding fraffic rate contributes at least 25% of the
aggregated confidence level, and its traffic rate.

On the other hand, A-box sends cancelled response alerts to P-
boxes if oc(d, f, i} < H,. The P-boxes then adjust their
max_counts upward, if necessary, as shown in Algorithm 1.

6 PERFORMANCE EVALUATION

6.1 Internet Topology and Traffic Generation

6.1.1 Generating an Internet-like topology

We use the Network Simulator version 2 (ns-2) [I1] to
simulate an Internet-like network, which consists of 320 network
nodes on average. Each network node represents any one of the
followings: local ISPs, POPs of backbone ISPs, and gateway
nodes of backbone ISPs. Each local ISP node or backbone node
may be an end point of IP traffic, and it may consist of normat
hosts, sites, and DDoS daemons.

We use the GT-ITM Topology Generater to generate the
Internet topology. GT-ITM can generate a random transit-stub
graph based on a number of input parameters. The transit-stub
graph medel of GT-ITM closely resembles the topology that we
want to generate. Each graph consists of stub domains (local
18Ps) connected to transit domains (backbone ISPs), and
different transit domains are also connected by transit-to-transit
tinks.

Our simulated network size is approximately one sixth of the
number of regions and one sixth of the number of local ISPs per
region in the Internet. Simulation of this size and complexity
should be able to evaluate the GDI's effectiveness, while the
processing and memory resource requirements of the simulation
are acceptable. In Table 1, we summarize the parameters used for
the simulated network and those for the Internet.

Furthermore, we assign a higher bandwidth valve to links
between transit nodes or backbene nodes (655 Mbps) and a
lower bandwidth value to links between transit nodes and stub
nodes (3 Mbps for normal stub nodes and 5 Mbps for popular
stub nodes}). Moreover, we select the backbone nodes, which
have more interfaces to other backbone nodes, to be the gateway
nedes, 1o which we attach the LDSes.

6.1.2 Normal traffic generators

All the network nodes in the simulation are assumed to be both
IP traffic generators and receivers. We attach UDP agents to
network nodes, such that each agent sends normal IP packets to
another node with a probability of 0.04. Moreover, we select 8
special nodes to be popular network nodes (web sites), and other
nodes send normal [P packets to each of these special nodes with
a probability of 0.2.

The traffic source distribution is exponential on/off with burst
time {on period) equal to 5 seconds and idle time {off period)
equal te 40 seconds. The transmission rate is 50 kbps and the
packet size is 500 bytes.



Topology generation parameters  |Internet Simulation

1. Average number of transit domains = 50 8

2. Approximate number of regions =150 25

3. Average number of transit nodes per =30 3
transit domain

4. Average number of local 1SPs per =60 10
region

5. Average number of backbone ISPs =10 3
with POPs in any region

6. Average number of sub domains =6 4
(local ISPs) per transit node

7. Average number of stub nodes per - 1
stub domain

8. Average number of extra transit-stub | =900 25
tinks

9. Average number of ¢xtra stub-stub - 0
links

10. Probability of having a link between - 0.3
two transit domains

11. Probability of having a link between - 0.3
two transit nodes in a domain

12. Probability of having a link between - Not
two stub nodes in a domain applicable

Table 1. Internet topology generation parameters.

6.1.3 DDoS attack daemons

A number of network nodes are selected to be daemon nodes,
which simulate ISPs with clients that have DDoS attack daemons
implanted. Unlike the normal traffic generator, the IP traffic
generated from all daemon agents has the same destination, the
attack target. Moereover, its transmission rate is much higher than
that of a normal traflic generator.

Each daemon generates attack traffic with a constant bit rate,
The transmission rate is 1.5 Mbps and the packet size is 500
bytes. The tetal number of daemon nodes is between 8 and 80.

6.2 LDSes Modeling and Placement

In our simulation, we select 18 network nodes to be FLDS
nodes and another 18 nodes to be MLDS nodes with the
parameters specified in Table 2.

FLDS and MLDS Recommended Values used in
parameters values simulations

1. T, 60 seconds 2 seconds

2 T 5 seconds 0.2 seconds

3. M, Depend on traffic 4
analysis

4. H, Depend on traffic 200 packets
analysis

5. H,, 30 35

6. H, 10% 20%

7. Ha*Nprps*Hag | Depend on Nypps | 126 (35%18*20%)

8. H 2

Table 2. FLDS and MLDS parameters.

In the FLDS and MLDS modules, we have modeled the P-, A-,
and R-boxes. Other boxes are not included, because they not
directly related to the attack detection and response.

The detection intervals and response intervals used in the
simulation are made shorter than that propesed earlier to cater for
a smaller network size used in the simulation. As a result, the
time taken to detect a DDoS attack should be measured in terms
of the number of detection intervals required, rather than the
absolute simulated time. -

The attack confidence thresholds used by A-box in the
simulation are also higher. Since the number of FLDS nodes and
network nodes in the simulated Internet are fewer than that in the
Internet, statistical deviations of the measured performance in the
simulation are expected to be higher than in the actual case.
Therefore, we pick a less sensitive threshold in the simulation.

6.3 Simulation Results

Altogether we have performed simutations for ten scenarios,
each of which has a different number of daemon nodes. Fach
simulation lasts for 20 seconds of simulation time. Normal traffic
begins to transmit at the start of the simulation, and DDoS
daemons begin the attack randomly between 5 seconds and 6
seconds. Moreover, three independent simulations are run for
each scenario with different locations of the attack target. The
simulation results presented here, therefore, are the averages of
three simulation results.

We first highlight several findings from the simulation resuits
and then discuss some of them in details.

1. All DDoS attacks can be detected by the GDI, i.e., the attack-
level ¥~ is 0%.

2. No confirmed attack alerts are triggered against nonattack
targets, i.e., the attack-level ¥" is 0%.

3. Each LDS drops approximately 40% of the attack packets,
i.¢., the packet-level W~ is approximately 60%.

4, Less than 1% of normal packets are dropped when there is a
DDoS attack, i.e., the packet-level ¥* is less than 1%.

5. T, the normai packet survival ratio, is increased by 60% when
the GDI is in place and 5% to 12.5% of network nodes are
implanted with DDoS daemons.

6. Over 85% of attack packets are dropped by the LDSes before
they arrive at the attack target when there is a large scale
DDeS attack.

6.3.1 Packet-level false negative and positive ratios

As shown in Table 3, the packet-level ¥'s are below 1% in all
scenarios. Moreover, when there is no DDoS attack, no normal
packets are dropped mistakenly. It further confirms that the GDI
can effectively detect an attack and at the same time avoid false
alarms.

% of nodes with daemons Wy ¥
0% 0.00% 0.00%
2.5% 0.32% 81.43%
5.0% 0.62% 69.19%
7.5% 0.51% 65.24%
10.0% 0.56% 62.53%
12.5% 0.52% 67.56%
15.0% 0.70% 62.12%
17.5% 0.62% 58.51%
20.0% 0.77% 36.76%
25.0% (.60% 37.75%

Table 3. Simulation results for packet-level ¥* and ¥~
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The ¥s, on the other hand, are relatively high. One main
reason is due to the low number of transit-transit links per LDS
node in the simulated Internet. Consequently, a LDS cannot
precisely identify the attack interfaces and block them
accordingly. We will further elaborate on this in the next section.

6.3.2 Normal packet survival ratio

Even thongh most normal packets are not dropped by the
L.DSes, they may be dropped by routers, which are congested by
the attack packets. However, packets normally will not be
dropped at the backbone, because the transit-transit bandwidth is
much larger than the transit-stub bandwidth. Therefore, most
normaj packets, which fail to reach the attack target, are likely to
be dropped at the links connected 1o the destination network,
where the target resides. The simulation results in Table 4 thus
show that when the daemon coverage is between 5% and 12.5%
inclusively, the LDSes drop a significant portion of the attack
packets before they arrive at the attack target. As a result, the
congestion at the links connected to the destination network can
be relieved and the attack target can receive more normal
packets, resulting in a higher value of T

When there is a very small-scale DDoS attack, e.g., the
daemon coverage is 2.5%, the detection results derived from
traffic volume anomalies are not very conclusive. That is, the
detection parameters used by the LDSes are not sensitive encugh
to block much attack packets under such circumstances. The
packet-level ¥7s are therefore very high, as shown in Table 3.
Consequently, I’ does not increase significantly even when the
GDI is in place.

When there is a very large-scale DDoS attack, ¢.g., the daemon
coverage is 15% or above, there is also no significant increase in
I" when the GDI is used. Under this scenario, there are many
daemons scattered at different nodes in the network, and antack
packets actually come from all directions. As a result, the LDSes
cannot effectively identify the attack interfaces; therefore, they
can only block a certain percentage of all the traffic sent to the
attack target. As a result, the number of both the normal and
attack packets arrived at the target decreases drastically.

Without the GDI | With the GDI
% of nodes with daemons | Z— Z, r Z—-Zy r

0% 9096 | 100% | 8895 | 100%
2.5% 3604 | 39.80% | 3687 | 40.98%
5.0% 1478 | 16.32% | 2564 | 28.51%
7.5% 1133 [12.60% [ 1812 | 20.14%
10.0% 974 | 10.80% [ 1352 | 15.11%
12.5% 676 | 7.55% | 1142 | 12.82%
15.0% 632 | 7.04% | 80i | 891%
17.5% 462 | 517% | 700 | 7.78%
20.0% 437 | 4.86% | 473 [ 5.28%
25.0% 345 | 3.84% | 412 | 4.63%

Table 4. Simulation resuits for T".

7 CONCLUSIONS AND FUTURE WORKS

The GDI proposed in this paper serves as a good starting point
towards a working systemn to effectively defend against DDoS
attacks. Future work is required in many directions. The traffic
volume anomalies based detection algorithms require further
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attention in terms of analysis, algorithm refinement, and
parameter tuning. New scenarios of traffic volume pattems in the
Internet need to be identified, analyzed, and handled. For
example, online stock brokerage Web sites are required to
accommodate a very sudden increase of requests, e.g., when the
stock market opens. In this case, a confirmed attack alert may be
mistakenly triggered. Although our attack detection algorithm
will eventually adapt to this traffic pattern, a better approach
would be te avoid the false alarms in the first place. This may be
achieved by using a more sophisticated alert triggering method,
rather than a simple threshold-based approach.
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